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ABSTRACT

In the paper there are discussed Gaussion statistical structures {E,S,ph, he H} in Hilbert space of

measures. We prove necessary and sufficient conditions for existence of such criterion in Hilbert space of
measures.
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Let there is given (E,S) measurable space and on this space there given {ph, he H} family of
probabilitg measures defined on S, The H set of hypotheses. Thy following definitions are taken from thy
works ([1]-[5]).

Definition 1. A statistical structure is is called object {E,S, u,, he H}

Definition 2. A statistical structure {E,S,uh, he H} is called orthogonal (singular) (O) if thy family of
probability measures {ph, he H} are pairwise singular measures.

For {uh, he H} be probability measures defined on thy measurable space (E,S). For each h € H denote

by ;Lh thy completion of thy measure p, and denote by dom(ﬁh) thy o -algebra of all ;Lh—measurable
subsets of E.

Let S, ﬂdom(ﬁh).

heH
Definition 3. A statistical structure {E,Sl,;lh, h eH} is called strongly separable if there exists

thy family of S, - measures sets {Z,, h € H} such that the relations are fulfilled:
1) p,(z,)=1 VheH;
2) Z, ﬂth = VheH;
3) Yz, =E
heH
Definition 4. We consider the concept of the hypothesis as any assumption that determines the form of the

distribution of the population.
Let H be set of hypotheses and B(H) be o -algebra of subsets of H which contains all finite subsets of H.

Definition 5. We will say that the statistical structure {E,S Wy, he H}admits a consistent criterion
(CC) for testing hypothesis if there exists at least one measurable mapping

8:(E,S)— (H,B(H)),

Such that

u, (x:8(x)=h})=1, vheH.
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Remark 1. The notion and corresponding construction of consistent criterion for testing hypotheses was
introduced and sudid by Z. Zerakidze (see [5]).

Let M? be real linear space of all alternating finite measures on S.
Definition 6. A linear subset M,, = M? is called a Hilbert space of measures if:

1) On M, one can introduce the scalar product (u, v), u, v e M, with respect to which M, is the
Hilbert space and for all mutually singular measures p and v, p,ve M, the scalar product (p,v)z 0:

2) If veM, and [f(x)|<1 then v, (A) :J.f(x)v(dx) e M,,, where f(x) is S-measurable real
A

function and (vf ' Vs ) < (v,v);
if Vo €M Vasg Va(B) < 15 And Vi 0 then for any P€Mu Limv, py=0.

Remark 2. The notion and corresponding construction of consistent criterion of the Hilbert space of
measures was introduced and sudid by Z.Zerakidze (see [4]).

Let & (1,0) =0, () +A(t,w), teTcR, YVheH
Gaussian real processes, where T be closed bounded subset of R, with zero means
E(A(t,m)) =0, EE, (t,m)=0,(t), teT andcorrelation function

E(A(t, 0)A(K, ) = EE, (t, )&, (k, ) = R(t—K)

Card H=continuum. Let Ko, ,h e H, card (H)=c be the corresponding probability measures given on S
and f, (A),A € R,Vh € H spectral measures densities such that relations are fulfilled:
A+ VK, <f, (M) <C,@+1*)™, heH, where K, and C,,h e Hare positive constants. We

shall assume that the functions itself or its derivatives satisfies conditions: J‘[®ﬁm) (Dldt=c0 VheH ,
m=0,1,2,.....n. -

Then the corresponding probability measures Mn, and M, are pairwise orthogonal
vh,,h,, vh #h, eH (see[1]) and E.S, ke, he H}, CardH=C are Gaussian orthogonal ststionary
statistical structures. Next we consider S-measurable 9 (x), heH functions, such that

2
;Il 9, (X)| Heo, (dx) < “ where I, eH a countable subsets in H. Let M, the set measures defined by
€hE

formula v(B) = Z.[gh (X)“eh (dx) , define a scalar product by formula

hel, B

(Viva)= Y, .[g%] (X)gh (X)u,, (dx) where Tn, ©@H. 1, < H acountable subsects in H.

helyNh, B

1. We will show My, is Hilbert space.

Let ¥n(B) = [9,(0u,, (0X)

hel, B
Here Ihn c H,n=1,2,....a couutable subsets is H and y is fundament sequence in M,, . Let

I'<J1,,, Cardl'<c
n=1

So the Gaussian orthogonal statistical structure {E,S, Ho, he H} is strongly separable statistical

structure the instead of this functional gy (X)l, (X) (C, NC,, =&, h=h’) then
v, (B)=> jg;(x)%h (dx), VneN,

hel’BNC,



Let g7.(x) = > gn(x),

hel’
It is clear, that

”Wn _Wm”2 = I

g7 (09 =g OOk, (c).

Aswill as L*(u,) space is complete space, then exists such function g} (x) thet

95 () = 97 ()| (dx) —> 00, N> oo,

Jotom (@) <o |

Let v, (B) =", ()lc, 0uo, (@), |, -y, —>00,n > o

2. If v(B)=)" [, (X)u,, (dx), then v,(B)= [F00v(A) =X [F()g, (X1, (0X), 1, < H and

50 [F () <1, then (v, v,) = Y [IF()g, 0 1, (@), < D" [lg, 00 s, (64) = (v, v).

elg

3. Letv= [g,(0u, (), p=> (X, (@), I, cHandpLv.

hely hel,
. if i=]j o
Let |3:|1U|2 and Hehi (Chj): 0 |f i¢ ,i,jE|3, Chiﬂchj :@ IiJ

Asviu= Zgh (X)f,,(X) =0 almost everywhere with respect p, and (v.1) = [ X9, 00F, (n, (6X) =0

hely hely
4.Let v, eH,,v,>0,v, 10, v (E)<othen
%, (B)= ng(h”)(x)ueh (dx)eM, VneN can be considered g" 40 and
hel, B
n n 2
va(B) =2~ [0 ()1, (A), (v, vo) = [ 2|0 ()] e, oo, (@X)and (v,,,v,) 0.

hel B hel’
We will show that M,, is Hilbert space of measures.

We denote by F=F(M,,) the set of real functions f such j f(X);Leh (dx) is defined V;Leh eM,,.

Let M, = h(é—i?4 HZ(;Lh) be the Hilbert space of measures S, S, = ﬂdom(ﬁeh) E is the complete
heH

separable metric space and  the Borel o -algebra in E and cardH <C.
Thenthe following theorem holds:

Theorem. In order that the orthogonal stationary Gaussian Statistical structure {E,Sl,;teh , he H} card

H < C admits a consistent criterion for testing hypothesis in the theory (ZFC)& (MA) it is necessary and
sufficient that the correspondence f <>y, (f e F(M,)) , given by the formula

.[ f(x)ﬁeh (dx) = (v, ,ﬁeh ), Vﬁeh € M, was be one-to-one.
E

Prof. Necessity. The existence of a consistent criterion for testing hypotheses  &: (E,S,) — (H,B(H)) :
Implies that }Tleh ({x:0(x)=h}) =1, VheH. Setting X, ={x:3(x)=h for Yh e H. we get:

1) o, (Xp)=py, (X:8() =h}) =1 VheH;

2) Xy, ﬂXehz =, Vh,#h,, h;,h, eH;

3) |JX,, ={x:8(x) eh}=E,

heH



Therefore the statistical structure {E,Sl,;leh, he H} is strongly separable, hence, there exists S, -
measurable sets X, heH such that

_ 1, if h=h'
o, (X)) = {o, it h=h

Let the function I, (X) e F corresponds to ﬁeh € Hz(ﬁeh).

Then [l (g, (@) = [Ty 01y, ()kg, (A0) = (1, .11, ).
Let the function f (x)= fl(x)lXh (X) corresponds to € Hz(ﬁeh ).

Then forevery v, € Hz(ﬁeh) :
£, (OF, (g, (@) = [£,()F, 001, (X1, (g, (A6) = [ £,(X)F, (Xpg, (06) = (v,
Further, let the function f(X) = Zj.gh (X)}_J.eh (dx) . Thenforteach v, € M,,.,such that

heH

vi= Y j 0" (X, (dx) , we have

heHﬁ

[TOOvi) =] > 9,(09! (we, () = > 9,09 (O, (AX) = (v, V).

heH{NHy, heH:NHy,
From this discussion it follows that the above — indicated correspondence puts some function into
correspondence puts some function f € F(M;). into correspondence to each , € M,, if we identify in

F (M) the functions coinciding with respect to the measure ;Leh , h e H, then this correspondence will be
bijective.
Sufficiency. Let f eF(M,) corresponds to ﬁeh e M, forwich J.f(x)peh (dXx) = (kg s 14g, ), then

for every My i1y, € My [£,00m,, (60) = (1, 1y, ) = [FL(F, (01, (A) = [, 0OF, (O, (c)-

So f, (x)=f,(x)  almost everywhere with respect to the measure ﬁeh and f, >0,
j f2(X)1,, (dX) <+o0 . If [{; = j " (X, (dX) then j f:‘(x)ﬁew (dX) = (i, .1y, ) =0,h=h’. On

the other hand ]._leh (E-X,)=0,where X, ={x:f (x)=h}
Hence it follows that
1, if h=h'

Heh (xh’):{o, |f h ¢hl

Therefore the statistical structure {E,Sl,;teh . he H} Is weakly separable, we represent {;Leh, he H},

cardH < C as an inductive sequence {;Leh , h< H}, where W, denotes the first ordinal number of the

power of the set H.
Since the statistical structure {E,Sl, Ho, he H} is weakly separable, there exists the family of S; ..

measurable sets {thh € H} such that forall  he[0,,) we have:
_ 1, if h=h'
Ho, (X)) = {O, if h=h'
We define W1 sequence Z;, of parts of the space E such that the following relations hold:

8



1) Z. is Borel subset of E for alle h<w;;
2) Znc Xy forall h<wy;
3) ZvNZv = forall h<wi,h<w; h=h;

4) po (Zn)=1 forall h<ws;
Suppose that Z,, =X, . Suppose further that the partial sequence {Z, };.,, isalready defined for h<w: .

It is clear that u*(UZh,) = 0. Thus there exists a Borel subset Y, of the space E such thatthe following
h'<h

relations valid: | JZ,, <Y, and p*(Y,)=0
h'<h
Assuming that Zn = X - Yh, we construct the wi sequence {Z,},_, of disjunctive measurable subsets of

the space E. therefore ﬁeh (Z,)=1 Vh<®, and the statistical structure {E,Sl,ﬁeh, he H}, cardH<C is
strongly separable because there exists a family of elements of the o -algebra S,= ﬂdom(;teh) such that:
heH
1), (Z,)=1VheH
2) ZnNZn =S Vh,h',h#h"eH;

3 Jz,=E,

heH
For x e E, we put 3(X) =h, where his the unique hypothesis from the set H for which x € Z, . The

existence of such a unique hypothesis H can be proved using condition 2), 3).

Now let Y e B(H). Then {x:8(x) eY |={]Z,.

heY

We mosr show that {X :0(X) € Y} € dom(ﬁeho ) for each h, e H .

If hyeY, Then {x:3(x) e Y}=]J2z, = (zho)u[ Uzh)

heY heY—{hy}
On the one round, from the validity of the conditions 1), 2), 3) it follows that
Z, €S, = ﬁdom(ﬁeh )< dom(ﬁeho)

heH
0, The ofter round, the vaidaty of the condition

Uzh c(E- Zho)
hEY—{hO}
Imlies that

g

heY—{ho}

The last equality yelds that UZh edom(ﬁeho ),

hEY—{hO }

Sience dom(ﬁeho) is a o -algebra, we deduce that

{x:8(x)eY}= (zho)u[ Uzhj e dom(p,, )

heY—{ho}



If hyeY, then {x:3(x)eY}=JZ, c(E-Z,)

heY
And we conclude that i, {X :0(X) € Y}z 0

The last relation impies that
{x:8(x)eY}e dom(i,, ).,

Trus we have show the validaty of the relation
{x:8(x)eY}e dom(i,, )
For an arbitrary h, € H, Hence

{x:8(x) e Y}e N dom(g, )=S..

heH
We have show that the map &: (E,S;) > (H, B(H)) is measurable map and we asception that

ﬁeho {X 5(x)=h }:Heh (Z,)=1
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HocaenoBarebHbIA KpUTepUH A1 'aycCOBCKUX CTAIMOHAPHBIX
CTATUCTUYECKX CTPYKTYP

3.C. 3epaxkun3e, [:xx.K. Kupus, T.B. Kupus, U.H. Jlonanze
Pesrome

B cratee ob6cyxmatorcsi I'ayccoBCcknne CTaTUCTUYECKHE CTPYKTYpPHl B ['HMIIBOEPTOBOM IMPOCTPAHCTBE
Mep. MBI JoKa3piBaéM HEOOXOAUMBIE M [IOCTATOYHBIC YCJIOBUS CYIIECTBOBAHHMS TAaKOTO KPHUTEPHS B
['unms6epToBOM TIPOCTPAHCTBE MED.
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