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ABSTRACT

In this paper the consistent criteria for testing Hypothesis for the Sharle statistical structure are defined. It is shown that
the necessary and sufficient conditions for the existence of these critical are considered. Also the necessary and sufficient
conditions for the existence of such criteria for the Sharle strongly statistical structure.
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. The Sharle statistical structure.

Definition 1.1 we will say that X random value is (see [1]-[6]) the Sharle distribution if this density given by
formula
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Let (E,S) - be a measurable spase. Let

k) = [ iz, AeL(R)
A

Probability Sharle given on (R, L(R)), vohere f.,(x) be spectral density Sharle and L(R) Lebesgue o -
algebrain R. Let {u;, iel} the corresponding Sharle probability measures.

Definition 1.2. An Object {E, S, u,, heH} is called a Sharle statistical structure.

Definition 1.3. A Sharle statistical structure {E, S, uy, heH} is called orthogonal (singular) if a family of Sharle
probability measures {u;, iel} constricts of pairwise singular measures (i, e. 7, Yh' # h'").

Definition 1.4. Sharle statistical structure {E, S, un, heH} is called weakly separable if then exists a family
of S-measurable sets { X}, iel} Such that the relations are fulfilled:

(1, ifh="H
‘uh(Xh’) - {O, lfh * hl
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Definition 1.5. A Sharle statistical structure {E,S, u,, heH} Is called separable if there exists a family of S-
measurable sets { X;,, heH} Such that the relations are fulfilled:

(1, ifh="
1. l’lh(Xh’) - {0’ lf h * hl
2. Vh, " €H card( X, n X)) <c if h#h'

Where ¢ denotes the continuum power

Definition 1.6 A Sharle statistical structure {E, S, uy, heH} is called strongly separable if there exists a disjoint
family of S-measurable sets { X;,, heH} such that the relations are fulfilled:

‘Llh(Xh_) = 1,Vl €l
Remark 1.1 from strong separability there follows separability there follows orthogonality but not vice versa.
Example 1.1 let E=RXR (where R = (—oo, +0) and L (RxR) be a lebesgue o- algebra of subsets of RxR. As a
set of hypotheses consider the set H=R. let X, ={(—0 <x < +o),y=hheR} And let
WA = [ (o
A

Be the Sharle linear measures on X, heR

The Sharke statistical structure {R X R,L(R X R), un,h € R} is continuum strongly separable statistical
structure.

Let H be the set of hypotheses and let B(H) be g-algebra of subsets of H which contains all finite subsets of
H.

Definition 1.7. we will say that the statistical structure {E, S, un, heH} admits a consistent criterium for
hypotheses testing if there exist at least one measurable mapping

8:(E,S) - (H,B(H)),
Such that
upn{x:6(x) =h}) =1, Vh e H.

The notion and corresponding construction of consistent criteria for hypotheses testing was introduced and
studied by Z. Zerakidze (see [5]).

Remark 1.2. if the Sharle statistical structure {E, S, u,, heH} admits a consistent criterion for hypothesis
testing, then the Sharle statistical structure {E, S, uy, heH} is strongly separable but not vice versa.

(see example 1.1).
Example 1.2. let E = R X R x R = R3, let S be a Borel g-algebra on R3. let take S-measurable sets

—o<x< 40, —w<y<+4o0, z=hif h<[01];
X, =4 x=h—-2,-0<y<+0,—0<z<+0,if h€E[2,3];
—00 < x < 400, y=h—4,—0 < z<+w,if h € [4,5];

and assume that u;, are plane Sharle measures on X, Then the Sharle statistical structure {R3, S, u;,, h € [0,1] U
[2,3] U [4,5]} is weakly separable, but not strongly separable.
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Example 1.3 let E = [0,1] x [0,1], let B = [0,1] X [0,1], be a Borel g-algebra of subsets of E. As a set of
hypotheses consider the set H = [0,1] U [2,3] let us take the B = [0,1] x [0,1] — measurable sets

5 _{OSxSL y=h, if he[0,1];
h=l=h-20<y<1, ifhe[23];

and denote by up, h € [0,1] U [2,3] linear, normed, Sharle measures on X,. Then the Sharle statistical
structure {[0,1] x [0,1], B([0,1] x [0,1]), up, h € [0,1] U [2,3]}, is a separable statistical structure. Suppose
that it admits a consistent criterium for hypotheses testing

8:([0,1] x [0,1], B([0,1] x [0,1])) - (H, B(H)),

with
Un{x:6(x) =h}) =1, vh € [0,1] U [2,3].

Let’s introduce sets A; = {x:6(x) € [0,1]} and A, = {x:6(x) € [2,3]} it is clear that A; and A,
B([0,1] x [0,1]) measurable Sets and we have

un(A; n{[0,1] x {h}) =1 Vh € [0,1] and
(A, Nn{h =2} x[0,1]) =1 Vh € [2,3]

Further, according to the Fubin theorem we conclude that u(4;) = 1 and u(4,) = 1 (where u is the Sharle
plane measure).

From here, taking into account that 4; N4, = @ and A; U A, =[0,1] x [0,1] we verify that u([0,1] X
[0,1]) = 2 which contradicts rhe fact that x([0,1] x [0,1]) = 1. Hence, the Sharle separable statistical
structure does not admit a consistent criterium for hypotheses testing.

Theorem 1.1 let {E, S, up,,ieN} (N =1,2,...,n,...) Be on orthogonal Sharle statistical structure, then this
statistical structure admit a consistent criterium for hypotheses testing.

Proof due to the singulatito of Sharle statistical structure {E,S, u,,neN} there exists the family of S-
measurable sets {X;, } such that for any i # k: | ‘uhk(Xik) = 0 and up,(E — X)) = 0, Therefore if consider

the sets

X = U (E — Xu),

k=+i

we get up,, (X;) = 0, Hence, py, (E — X;) = 1. Onthe other hand, for k # i we have w; (E — X;) = 0, It means
that the Sharle statistical structure {E, S, tp,t € N} is weakly seperable. Therefore, there exists the family of

S-measurable sets {X,, i € N } such, that

1, ifi=j
tn(Xn;) = {0, ifi %

Consider now the sets

% =Xhi_<xhiﬂ<u X)) en

k+0

It is obvious that these sets are S-measurable disjocht sets and
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pn,(Xn,) =1, VieN
Wet us define the mapping
6:(E,S) — (H,B(H))
in the following way: §(X;) = h;,Vi € N.
Then we have
{x:6(x) = hi} =%
and
tn,(Xn) = up,(:6() =h}) =1, Vi€ N
Hence & is a consistent viterion for hypo theses testing.

2. The consistent oriterion for hypotheses testing of Sharle strongly separgble statistical stractares.

Let {u,, h € H} be Sharle prebabality measares defined on the measurable space (E, S), For each h € H
denote by i, the completion of the measure u;, and denote by dom(jz,) the c-algebra of all fi;, — measurable
sabsets of E. Let

51 =[] doman) -

heH

Definition 2.1. A Sharle statistical structure {E, S;, fti,, heH} is called strongly separable if there exists the
family of S; -measurable sets {z;,, heH} such that the relations are fulfilled:

1 /Ih(zh)= 1,VhEH,

2 Zhanhn :®Vh1 :'ch;

3 UhEHthE'

Definiteon 2.2. We will say that the orthogonal Sharle statistical structure admits a consistent criterion for

testing hypothesis if there exists at least one measurathe mapping
6:(E,S;) » (H;B(H)) , such that

{n({x:6(x) =h}) =1, VR € H.

Theorem 2.1 in order that the Sharle statistical structure {E, S, iy, heH}, cardH = ¢ admitted a consistent
criterion for hypotheses testing it is hecessary and sufficient that this statistical structure was strongly separable
(' see definition 2.1).

Proof. Necessity. The existence of a consistent criterion for hypothesis testing (see definition 2.2) means that
there exist at least one measurable mapping
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6:(E,$1) = (H,B(H))
Such that
an({x:8(x) = h}) = 1,VheH.
Denoting z, = {x: §(x) = h} for heH we get:

1) fn(zn) = gr({x: 6(x) = h}) = 1,VheH;
2) zp, N zp, =0 {x:6(x) =h}n{x:6(x) = hy} Vhy # hy, hy, hyeH;

3) UnenZn ={x:6(x)eH} =E

Sufficiency, since the Sharle statistical structure {E, S;, it;,, heH} Is strongly separable (see definition 2.1.)
there exist a family {z;,, heH} of elements of the o-algebra

S1= ﬂ dom(ap).

heH

Such that

1) /Ih(zh) = 1, VhEH,
2) Zh1 N th = @ Vhl * h2:
3) UnenZn=E

For xeE we put
6(x)=nh

Where h is a unique hypothesis from the H for which xeZ,, the existence and uniqueness of such hypothesis
h can be proved using conditions 2) and 3)

Take now yeB(H). Then

{x:5(x)ey}e U Zy

hey

We have to show that

{x: 6(x)eytedom (i)
Foreach hyeH

If hgey then

{x:6(x)ey}6UZh =Zh0U U Zn
hey hey—{ho}

On the one hand the conditions 1), 2) and 3) follows that
Zho 651

On the other hand the inclusion

Zn € (E—Zp)
hey—{ho}
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Implies that

Hn, U Zp | S fp,(E—Zp) =0

hey—{ho}
And hence
[T Zp |=0
hey—{ho}
And hence
Zh € dom(ﬂho).
hey—{ho}

Since dom(jip, ) Is o-algebra, we conclude that

{x:6(x)ey} = Zp, U U Zy | € dom(ﬁho).
hey—{ho}

If hy € y Then
{x:6(x)ey}e U Zy € (E — Zy,)
hey

And we conclude that

fn({x:6(x) € y}) = 0.
The last relation implies that

{x: 6(x)ey}edom(iay,),Vy € B(H).

Thus we have shown the validity of the relation

{x: §(x)ey}edom(iay, )
For an arbitrary h, € H Hence,

(e oeyle [ | dom@) = 5,

heH

We have shown that the map
6:(E,S,) = (H,B(H))
Is measurable map
Since B(H) contains all singletons of H, we ascertain that i, ({x: 6(x) = h}) = 1,,(z;,) = 1,Vh € H.
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095609l BEAHSEOLEBHIMMO BLEHOVIBHYMGd0
B. 9653009, X. JoM0s, . JoM0s

®9bomdy

LAHOGH05do  539090s  FoMgl  dwoghe s LMLAGHI®  gobaomgdso  LEGHMWIGHMOYOO,
Mg om30L53 96 SOLYAIMOL 303 boms Fdmfdgool dsergdIo 3MOGHIO0T0. 58539

BGoG05d0 4oBbOME0s MBOM RIOMY T-5¢RgdMS O DO 96T EHYdS d0YMOE QB gds©O
LGOGHOLE03MM0 LEGOWIEHMOYd0, HMIYGEGOOLIMZOL YMm39EmM30L SMBYIMBL 303Mmmgbs dgdmfdgdols

do @900 3O0EIM0wdo.

Cratuctuyeckue crpykrypsl llapase

3. C. 3epaxkuaze, [x. K. Kupua, T. B. Kupua
Pe3rome
B craTtbe MOCTPOCHBI CUJIBHO U ci1abo pa3aciiuMbIC CTATUCTUYCCKUC CTPYKTYPhL H.[ap.]'[be, AJI1 KOTOPBIX HE
CyHIE€CTBYCT COCTOATCIIBHBIX KPUTCPUCB I IIPOBEPKU 'MIIOTE3. I[anee CTPOUTCH Ooiee IUupoKas o —anre6pa

U 110 HOBOMY OIPEJENIECHBI CHIIBHO Pa3felIMMble CTATUCTUYECKHUE CTPYKTYyphl Illapnbe, 11 KOTOpBIX Beeraa
CYILIECTBYIOT COCTOSITEIIbHBIE KPUTEPUH JIJISI IPOBEPKH FUIIOTES.
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