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Abstract

Two versions of the numerical method of solution of a shallow water equation system based on
the two-cycle splitting method with realization for the easternmost water area of the Black Sea are
presented. In the first version solution of the equation system, which is received as a result of
splitting of the basic equation system with respect to physical processes (adaptation stage), is
carried out with use of factorization method regarding to current velocity components. In the
second version the equation system received on the adaptation stage is reduced to the oscillation
equations of string, which are also solved by factorization method. The algorithms considered in
the present paper do not require use of iterative methods, which considerably increase machine
time for realization of a task.

1. Statement of the problem

In a 3-D area Q [(£SNTEIEoRTTaI FEa NG T S TR TS limited from above by the free
surface {ix. 3.z, from below - by the motionless bottom #(x,¥) and by the enough smooth lateral

surface o, let's consider a mathematical task describing dynamics of shallow water area. The area Q
represents coastal part of the deep sea or shallow lake with depth H=—{{x,y,z)+ hix,»). The
boundary o, of 2-D area flz is formed by crossing of the free surface with the bottom relief. The

coordinate system is located so that the plane xoy coincides with undisturbed water surface, z is
directed vertically downwards. By taken into consideration mobility of the boundary of the
considered area the problem describes processes of drainage and flooding because of fluctuations
of a see surface level. In other words, the problem consists in definition of the free surface level {

and current characteristics averaged on a vertical
T =1 rh
= I_;udz and = I . dz,
where u and v are horizontal components of the current velocity vector on coordinates x and vy,
respectively.
With the purpose of reception of a shallow water problem the equations of movement and

continuity for an incompressible liquid are considered, integration of which on a vertical from z =
—{ to z= hix, ¥} with use of appropriate transformations enables us to receive the system of

differential equations of the shallow water theory [1-5]:

(1)
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where U=GH , V=TH, ViV=Vuv,+ Vv,

3 - &F.
=iGl-wk)-E, Lf=l(L-L)-T0

g Hx g 8y
For a pressure of sea water the hydrostatic law is accepted

P=gpli+z)+F.
Here P, is the atmospheric pressure above the free sea surface, g is the gravity acceleration, p is
the factor of turbulent viscosity, the density @ = const, 2. and % are wind stress components on

the free surface z = —¢, 1. and t}. are the bottom friction components on z = f.

The system of equations (1) is solved under the following boundary and initial conditions:

¥ = Fxptl, V=PFixytl on o, )
V=0, V=10 on oy, 3)
U=U0%xy)y, V=Vo%xy), (={%xy) Iif £=0, (4)

where oy is the lateral solid surface adjacent to the land, @3 is the liquid (open) boundary
separating the sea basin from the remaining water area. On the open boundary o> the vector of a

complete flow is the given function of horizontal coordinates and time.
We assume that the input data of the given task have sufficient smoothness providing
solvability of the task (1) - (4) [1, 4, 6, 7].

2. Numerical method of solution
2.1. Splitting of the problem with respect to physical processes

For numerical solution of the problem (1)-(4) the entire time interval (O, T), on which the
solution is searched, is broken up into equal intervals £, , = ¢ = ¢,., and is supposed that on the
each interval the components of the vector velocity @ are known from the previous time step [8, 9,
10].

Let's consider vectors @, Q, F, and matrixes A and B

. g
- H—
v £ e g & 10 0
@ = [-s, g = £l F = '[-'E", A= i Il EHE , B=|00 1 @
5 a ¢v & a ' 00 gH
= 5y

Here I = divd — V¥ . Then the equation system (1) we shall write in the operator form

B +Ap=Q (%)
and as the initial conditions we shall accept
Be=8F if t=0. (6)

After scalar multiplying the equation (5) by @, we shall receive
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e G el e
where the scalar product is determined as follows

(a.b) =%, [ atbldq.
Here a' and b' are the vector components of functions a and b.

With taken into consideration uniform conditions corresponding to (2) and (3) it is easily to check
up that the following ratio takes place:

(Ap.gl >0
Now we shall present the operator A as the sum of two operators

:"1=f11+.|‘}g,
where

g
a —I H=
n o o ¢ i
A=|lo m af, Ay=|l 0 gH—
0 00 8 7 !
QHE QHE—}_ ]

Similarly, it is possible to show that the following ratios take place
(Ae @) >0, fdzewl=0.

These conditions are necessary for construction of steady finite-difference schemes of splitting.
Let’s now #;,—f.-y =7 and on each extended time interval £, = ¢ = ., the two-cyclic

method of splitting on physical processes to the task (5), (6) we shell apply. Then if we assume that
@/~ is the solution of the task (5), (6) at the moment ¢,_, then we receive the following tasks:

on the first time interval -y = =1, -
E%"'-’hﬁﬂi =q, Bo{ ' =Bgit. (7)
on the time interval oy £ % £y -
3%+32*F:=D ) Fﬁ’f—l'sﬁﬂﬂf, (8)

on the last time interval & = & = £y -

©)

i
TT"'AL‘PE =Q,

In equations (7) and (9) values of functions i u ¥ are taken the same within each time interval
fj-1 5 [ %5 [peq to obtain second -order accuracy int [9].

In the component form the tasks (7) - (9) will accept the following form:
on the time interval ¢,y = ¢ = ¢;
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J_FL E_Fi._raivi.-?ﬂ?ﬂi-l-ﬂ‘ H‘z‘li- =1

& fx
’_‘L.rﬂr..l.ﬂn. CuVlE + £ Pt = it
with boundary conditions (2), (3) written for I and 13
=0, V=0 on a,
=8 wn=V on 0. (11)
. . Epmqg B £ B £y . . .
On the time interval ¢ we have the differential equation system
i _ _i
e IV, + gt L)
Bty + gﬂﬂ" 0
Bg AU A
Fra 1!1;' =0 (12)
at following boundary and initial conditions
!&Egn = on 0,
5 =& on a; , (13)
where Uy, is normal component of velocity vector E:: ,and ¢ is known function,
t=ul, WY, g = (14)
and, on the time interval B S By -
- (15)
at the boundary conditions (2), (3) for functions U; and V; -
Uy=0 , =0 Ha ay
g, =0, V= Ha G- (16)

Thus, as a result of application of the splitting method with respect to physical processes the
task (1) - (4) is reduced to the consecutive solution of a set of more simple three tasks (10) - (11),
(12) - (14) and (15) - (16).

2.2. Finite — difference approximation of the transfer-diffusion equation. A method of
component —by-component splitting

As the differential equations (10) are same, we shall consider one equation

ghit B "'l"'l:li i‘l.flii A J-’ , @i-l = @f-i (17)

at boundary condltlons (11) for function ¢,. Here &, is any function of U, or V;. An index "1"
at function we shall omit for simplicity. Let
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It is easily to be convinced that in case of homogeneous boundary conditions the differential
operator is positively determined.
For the finite-difference approximation of the differential operator Z let’s consider a difference

grid, which is received at crossing of coordinate lines x = x, u ¥ = ¥,. As a result we receive a set
of basic nodes. Let's assume that indexes k and 1 change in limits f1;: k%= k= k' and
I = I = I*. In addition, it is considered that the boundary points coincide with the boundary &, of
the solution area £;. The set of such points we shall denote by @, . Let's consider the basic points
Xy, ¥, and the auxiliary points xz.q 2, ¥psq ., and we shall denote

1
Apsy1 ™ Tpay — T, AFpagz = Fraa — 3 and &xy = —(8Xeaqpp + 8%}
— 1 -
¥ = ;(5}':-152 + &¥p_grz) -

Now we use the scheme of the second -order accuracy

llz‘gn zf= .:illzfi’ (18)

Where

. - Tp s Fora =Ty Pie-sl zk‘@ - Frge L Pl s~ 80 Dl
1 Blxy 2 [ v S 2

(r s, U :m? otk
‘H,M# F?h ‘f‘.r:. h'u‘ o #‘?‘Tﬁ :a!‘."lﬁ- ﬁ

":l'{" Shgnnl F ’h‘ﬁ"a 2 (."! ’:,L . Fl!i rlll 5
JH‘-“ 0 e ‘h i’#ﬂit"“ % 4 & 9 f-

It is easily be convinced that the grid operators 2% and ZJ%, with taken into consideration of

homogeneous boundary condition are skew-symmetric and positively determined [4, 8, 9, 10]
(284 .8)=0, (2k@.3) >0, i=12

and

g, By = 0.
Here the scalar product is determined as

(@ B) = Ly; agybrpdiay by .

The summation is made on all internal points of the grid area . .

With taken into consideration (18), the system of finite-difference equations approximating the
task (17) with the second-order accuracy on space variables accepts the following operator form:

B12hg=F, (19)
where & and F are the vector-functions with components {#,,} and {F,}, respectively, given in
grid points {1, .
Now, multiplying the equation (19) scalarly by E , We receive

18


http://www.cvisiontech.com/pdf_compressor_31.html

If in (19) we assume that g1 = @ and grld vector-function F in the right part of the

& k I
Fritig
difference equation, caused by boundary conditions for the equation (17), is identically equal to
zero then we receive

d($.9)
at

=0

Thus, the norm of grid solution

—

1= [G)

iS kept, i. C.
| L | “* ‘
q

With taken into consideration the continuity equation for functions @, .1, , and &, .1 the

condition of conservation of substation on time takes place:

éifer _ d - o
e = ol Qadndy =0,

where € is the unit vector.
For approximation of the equation (19) in time on the time interval ¢,_, = ¢ & t; the Crank-

Nicholson scheme by the subsequent application of a two-cycle splitting method is used. As a
result, the problem is reduced to a sequence of more simple one-dimensional finite-difference
equations which are effectively solved by a factorization method. These equations have the
following form:

Fi-Fla_gi- - -5
% (;3:#_1 ztl}&

={

b

L T L

—_—aT i
@' *-E = = F,

el h:ri’i "

Eit

Lo.)n i"‘i L r-_‘pt

Ti_F-" o PRy ot

Application of the two-cycle spllttlng method provides the second order accuracy in time. The
received system of finite —difference equations is absolutely steady on the interval 0% ¢ = T.

Thus, the considered scheme approximates the differential equation (17) with the second-
order accuracy both on time and on spatial coordinates and is absolutely steady. The task (15),(16)
is similarly solved.
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2.3. Finite —difference approximation of equations of adaptation. Splitting of the problem

Let’s consider on the time interval oy St €L, the problem of adaptation (12)-(14).

index ‘“2” at solution components we shall omit for simplicity. Here the finite —difference scheme
approximates the differential problem with the second-order accuracy on spatial coordinates. The
Crank-Nicholson scheme with the subsequent application of a two-cyclic method of splitting is used
for approximation on time. As a whole, the scheme received here is absolutely steady and
approximates (12) - (14) with the second order accuracy. Note that coefficients &, .1, . and

ey
-

¥,,52, which are in transfer-diffusion equations, are defined after solving of the adaptation

problem. Before to consider the difference approximation of the system of differential equations
(12) let’s consider the operators 4, , A4, and A,. We assume that
.I"l: = .ﬂ: "'.I"'x "'.ﬂ.;,

where
& 2 2

0 -t ¢ o 0 EHE 0 a B

A=t e of, A,=|l o o o A= i (N
a ' &

¢ o 0 gH— @ @ 0 gz 0

Then the system of equations (12) in the operator form is
B%—A:g=a. (20)

Now if on the time interval Tiay X 05 Ty WE shell use the two-cycle splitting method for (20),

then the problem is reduced to solution of a set of more simple problems:
on the time interval &, , € ¢ £, -

B % +Ag, =0, Bel '=Begl (#] is solution of (7) at moment ¢ = ¢, ),
-.‘?@'.- ;—1 — 1I1.'
B—r+ A0, =0, Bgi "= Bgi, 21)

dae -1 _
B—l+d,9,=0, Byl = Bo!

and on the interval g ety W have

Ew — I - 1'1'-
B4t A, =0, Bol = Bof,
B a9, =0, Bel = Ba}™, (22)
B A =D Be! = Bpl™
Bt e N & T -

The first equation from (21) and last equation from (22) we shall write in the component-by-
component form for the basic grid points (grid points by integer indexes). As a result, we shall
receive simple systems of the equations, analytical solution of which are:

R :
Uy, = Uy cosit+l

.=

1
. sl
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o W Sl gl Sl

and
gt = Uz, cosit + V. _sinlt,

_.'.Lf-'i — o —_ F
Ve, =V cosit— U, sinlt.

For numerical solution of other tasks from (21),(22) let’s consider their finite-difference

approximation on space variables. With this purpose Let's consider approximation of the operators

g ¢ . . . . .
= B o Let the function U is given in points xye.;,, and xpe., .. Besides Upe, 0 =@,

Ugssy - =b  and {y= = e. Then we shall use the following approximation

&k

M e R
E R ?Il.u and E ] 'Fhf;k ,
where
e~ 1 ﬂ
- o o0
Tt il v
1
LW = S - = ¥ @ 1_
FEU = &'\-f“. (H;f'i% uk-%} LR Er g 1'&' 3! Ly .-;r 1
1 B
T ao Ygtaaa T , =kt
. Sxe " 12 8x,=
and
1 c
— gy ——— , kmkl
& Mk.t_.l__: {k 1 &Ikﬁ'ﬂif:
EH Eh - 1
——(Cray — @) K=K+ LK% +2. k-1
& pa1/

- _ . : . : : : &
Operators ¥; and V; are similarly determined, which approximate differential operator e Then

finite-difference approximation of the differential operators A, and A, we will consider in the

following form

0 0o gHY e ° ]
A=l e 8 8 | Al=l0 0 gHV|
gHY, © (14 0 gHV, i}

Similarly to operators A, and A, the operators A% and A;'E are skew-symmetric. These conditions

are necessary for construction of absolutely steady finite —difference schemes.
Taking into consideration the finite-difference operators A% and ..ﬂ,g'. in equations (21),(22) and

using  the Crank-Nicholson scheme for approximation on time, after the appropriate
transformations we shall receive the following systems of the finite —difference equations
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- 1 ,-9 “Eb:-«-“ ;l-

Ul v = gt
-1:+=-;L 2 E ‘R
1;
v, 2yt (23)
‘kL’h:- 'I:Lm‘

-t :_ J !
Sy a2 ?,.u ik £

with the initial conditions

-ty 1yl -1 _ p-1
IF:-I- :_.=]_ 1F:-|- :._.=] > Ek I+ '__,-L 1]“_'_::;’ {E {
and

(24)

I- — -I I- = I -1 = ]
e st uEk—‘fLT ’ ‘zakL-'-- Vi & e = V2
Here ¢~/ = (&' + &"1)/2, disany functionof U,,V, or {, (&= 2Z3).

Now Let’s consider the system of finite-difference equations (23). Then with use of the

-1I-Tl .
third equation we shall exclude from the first equation function dﬁ. l’ =, as a result we shall receive
one-dimensional finite-difference equation

i.‘n -] - 2gH, -
o e de- ]L?k?hur iz o it _i_k" g+§jq 1 (25)

r"1:-'-“,1. 2|.a-i-. " "

1
After salving of this equation from the third equation we shell determine the function d-‘n :

-1.-'; T !'1.-';- -1
{lim :ﬁkuim. +?’:m.

The equation (25) is effectively solved by the factorization method.

= .
Similarly to equation (25), from the equation system (24) for the function Y; -, We receive the
K1+

following equation

(26)

The equation (26) is salved similarly to (25).
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On the time interval z; = ¢t = t..,, the systems of finite - difference equations (22) for grid

function UJ:I_: o, ‘.f‘_:_::_:- , ;;;1;: and U"i':le , T;*? i ;:;: are solved completely
-l | Bl+=i Ll la®io "
similarly previous systems.

Thus, the considered numerical scheme allows the solution of a shallow water problem
reduce to solution of a set of more simple one-dimensional tasks which are effectively solved by
the factorization method. The constructed scheme has the second-order approximation both on
time and on horizontal coordinates and is absolutely steady.

At solution of the equation system (23),(24) it is possible from the continuity equation
eliminate the functions I.I:_:l,: . and ‘i-’;:_ ' , which are determined from the first and the second
equations, respectively. As a result the three-point equations are received for Ef:___i" *and E]E;l -,

kLl

which are solved also by factorization method. Analogically are determined the grid functions
£ and gzl * from (21),(22).

h Now leth's consider methodically other algorithm of solution of the adaptation task (the
second version of the algorithm). With this purpose on the time interval ., = ¢ £ r, we shall
consider second and third equations from (21), and on the interval ¢, = ¢ 5 ¢, - the first and

second equations from (22), which are approximated on spatial variable. The received equations in
the component form will accept the following form:
on the time interval ., £ ¢ =, -

=4 gHY g, =0
"'-?a =g (27)
ii- - = —
&r ?;‘" v
with the initial conditions
ot =ul vt e o8
and
&I,
dr o
Z1 4 gHVigy = 0 29)
de -
with conditions
L TS 4

s gHVic, =0 (1)

with conditions
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ul =ul, v =V, d=d (32)

and
5% 4 gHVIg. = 0
TR
-
— G (33)
45 L o=y =
— Vel;=10
with initial conditions
U = U W= gl =t (34)

It should be noted that the problems (27),(28) - (33),(34) may be received from (20), if on each
time interval ¢, & t & t,,, we shell use the two-cycle splitting method in case, when

A=A, A,
Thus, the specified tasks are received from the equation system

re4es
;:;é" efehgge K

i
: {fs
-ﬁ:,‘ﬂ, :.-,,'f&.l“f 5 -f:li’-:l o

j3

SRkt 10}

(35)
with conditions

wt=uf, v =y, T =T (36)
(where Uf and 1’f are solutions of the task on the stage taking into account the Coriolis force and

¢’ " is the initial condition of the basic problem).

The problem (35),(36) may be to reduce to the oscillation equation of a membrane. After the
appropriate transformations on the interval £;_, = f = t;,, we shall receive the equation [8]

O e LT T (37)

with initial conditions at ¢ =t,_,
-1 -1 d
= n =E=g, (38)

where €= /gH u g=VLul™t +vrp™

On the other hand from each problems (27),(28) - (33),(34) analogically one-dimensional
problems are received:
on the interval ¢, = ¢ = ¢, -

= -2 ] d
i——?kc-'ﬁ;.:::ﬂr ?E =.i" , ﬁ:q’

Jrs
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£=~;i - Tl _ =i I ary
- —Vic"Vgy =0, f = &2 5 ??'—fi (39)

and on the interval t, = ¢ = t.., the following problems

& ey - T J_ _F dey _
) -V =0, ¢ =¢ Wil &
E;'F- -t — h F+l dog —
#-E’&{' E,ﬁgi_ﬂr Cz ™y , El‘-—q, (40)

which as a whole give solution of the problems (27),(28) - (33),(34), i. e. of the problem (35),(36)
or (36),(37).

As a result of solution of received one-dimensional problems, the grid functions c;,::, <3
q_j"l and ¢2™* are determined, with help of which values of Ui, V5, wi, v/, H;‘"l, v =
1 H ** and v *1 are easily calculated.

As the one-dimensional tasks from (39),(40) are the same, a method of solution of the received
tasks we shall consider on an example of the first task from (39).

Thus, on the time interval ¢,_, = ¢ = ¢, we consider the problem

If:'

—E TV =0, (41)
=i, T=q  at =t (42)

With the purpose of approximation on time on the interval £,_, % & « ¢, of the task (41),(42) we

shall consider the implicit scheme, which is similar to the Crank-Nicholson scheme [ 8 ]

|
i ) . -1 ;_!
”"-{.'c: ~ ¥, 2 voclyt ‘;'-{.'c: ¥y 0
i k=kl*R 2 =
3
at initial conditions
-3 =%
£z, L
£ fm u — QFEE
§2; = Skt o T . (43)
Further we shall consider approximation
j-%’ — =1 ‘1'_’.5:'
r;i-:ct dﬁ':kt v ¢:11 - - + _1
i r.—,‘ L1 _?;{C-?R‘ ql:{:“ =“
E3 (44)
Then from (44) with use (43) we receive
-5 _ _j=-1 , & N S |
e Say T2 Wt VRCTVR sy
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Similarly we receive algorithm of solution for the first task from (40) on the time interval
t, & £ % £,..,. Inthiscase we have

¥ ——
AT b F .-i J+1 -‘i
S “Ray T Ry " dgy T Say
= - = —prev; —= £ =9
T -
4 )
S | JELZ _ F g A& LA e T s
Sa = 5o > Sam | Saw T3 Gm T Vi CaVien,

Concerning unknown grid functions ¢z  and r,';l from (39) and (40) it should be noted that

also the similar equations are received, which are effectively solved by the factorization method.

To the similarly previous algorithm (the first version), in this case received scheme is absolutely
steady and has the second order accuracy on time and spatial variables. At all stages of splitting
the received equations are effectively solved by the factorization method.

2.4. Some questions of considered algorithms

As a result of using of the splitting method with respect to physical processes on each time
interval ¢_, = ¢ = t,., the main problem is reduced to solution of set of more simple tasks on the

intervals ,_, £ eS¢, £ Lrge,, and & £ €6,

. ) . cand F...1. . . . .
Thus it is assumed that coefficients &+ gt Ve1+% included in the transfer-diffusion

equations (at the first and third stages of splitting of the basic task), are known and constant on all

-1 r‘_"lr : :_t I.‘"i !:I;_I E I' r‘_'qr Ef’"‘i

interval & . Thus, on the time interval the values of these

. . . ot
coefficients are determined on the previous step La=tSl

(12)-(14). For definition of grid functions the following approximation are also used

=% at the adaptation stage of solution

of the problem
; =gt ity 7 =gk Lgi*'h
Thatgt = H’w;,.: * T"‘.’T‘ﬁ-i and  RBie T Vo, Ve

Coefficients of turbulent viscosity on the interval ¢._, = t = ¢,., at the first and third stages of

splitting (transfer-diffusion stages) of the basic task are also the same, which are determined on the
previous time interval by the formula [12]

) 2 2 2
! =AX.Ay\/2(@j +(@+§V j +2(av J
Jx y Ox oy

where AX and Ay are horizontal grid steps along X and y axes, respectively.

2.5. Numerical realization of the model for the easternmost part of the Black Sea

The shallow water model (SHWM) is included in the regional forecasting system for the
easternmost part of the Black Sea [13-15], which is a part of the Basin-scale Black Sea
nowcastong/forecstong system [16-17].  functioning of the regional forecasting system
schematically is illustrated in Fig.1.

A Basin-scale model of Black Sea dynamics of Marine Hydrophysical Institute (MHI,
Sevastopol) of the National Academy of Sciences of Ukraine provides RM-IG and SHWM of M.
Nodia Institute of Geophysics with initial and boundary conditions on the liquid boundary. SHWM
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requires also wind stress components and atmosphere pressure gradients along x and y axes, which
are provided from atmospheric model ALADIN. All these data with one-hour time step frequency
within the 4-days period are received operatively via ftp site from MHI. Test calculations on
SHWM were carried out for the same regional area, for which are calculated marine forecasts by
3-D RM-IG [13-15]. This area is bounded with the Caucasus and Turkish shorelines and the
western liquid (open) boundary coincident with 39.08°E. The grid parameters are also the same for
both RM-IG and SHWM: a grid has 215 x 347 points on horizons with step 1 km.

Wind stress on the sea surface and gradients of the atmospheric pressure

Upper boundary
conditions
Upper|boundary conditions Initial and boundary
conditions on liquid
3 boundary {
RM-IG Shallow water model for the easternmost
(Thilisi, Georgia) part of the Black Sea of Institute of Geophysics
(Thilisi, Georgia)
Model Model
outputs outputs

Forecast of sea level
and averaged on a vertical
current velocit

Prognostic fields of flow, temperature and
salinity in the eastern part of the Black sea

Fig.1. The scheme of functioning of the regional forecasting system.

07.10.2012, 00:00 h X

06.10.2012, 00:00 h

435

41 o, Sukhumi

R
e
PRy

i

415

27


http://www.cvisiontech.com/pdf_compressor_31.html

4 October, 2012, 00:00 h i % 4 S & October, 2012, 00:00 h - S 7 October, 2012, 00:00 h

a

hmax = 111m

hmax = 111m i hmax = 111m hmax = 111m i
07.10.2012, 00:00 h %

04.10.2012, 00:00 h ) 05.10.2012, 00:00 h 06.10.2012, 00:00 h

85 40 405 41 415E

Fig.1.Simulated current fields within 4-7 October 2012. (a), (b), (¢), (d) — calculated from
SHWM (the first version of the algorithm), hmax = 111 m, dlt = 150 s; (e), (f), (g), (h) -
calculated from SHWM (the second version of the algorithm), hmax =111 m, dlt =3 s;
(1), (), (k), (1) - averaged in the 111 m upper layer current fields calculated from 3-D RM-IG.

With the purpose of testing the SHWM numerical experiments were carried out by using of both
versions of numerical algorithm, which are described in the previous section. The numerical
experiments showed that realizations of the model with use of the second version of numerical
algorithm of solution, when the equation systems at the stage of adaptation are reduced to the
oscillation equations of a string, requires much less time step than in the first version. In both cases
maximal depth equal to 111m was consider.
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Fig.2. Simulated sea level changes (in cm) within 4-7 October 2012. (a), (b), (c), (d) —
calculated from SHWM (the first version of the algorithm), hmax = 111 m, dIt = 150 s; (e), (f), (g),
(h) - calculated from SHWM (the second version of the algorithm), hmax = 111 m, dlt =3 s;
(1), (), (k), (I) - calculated from the 3-D model of Black Sea dynamics of MHI.

By SHWM the autumn circulation was simulated during 3-7 October 2012. The integration of
the equations began at 00:00 h (Greenwich time), October 3 2012 and 4 days last, but we consider
that the SHWM gives forecast only for three days as during the first day the coastal model runs in
the prognostic mode only to have better adjustment of the fine resolution to the course initial
conditions provided by the basin-scale model of MHI. At realization of the SHWM with use of the
first version of the numerical algorithm for the easternmost area of the Black Sea the time step was
equal to 150 s, but at realization with use of the second version the time step was 3 s.

With the purpose of illustrating in Fig.2 simulated currents are shown after 24, 48, 72, and 96 h
after start of integration by the SHWM with use of the first version of the numerical algorithm
(Fig.2a, b, ¢, d) and with use of the second version of the algorithm (Fig.2e, f, g, h), also averaged
on a vertical within 111 m upper layer simulated currents by the 3-D RM-IG (Fig.2i, j, k, 1). From
Fig.2 it is clear that the main feature of the regional circulation for the considered time period is
formation of the anticyclonic eddy (called the Batumi eddy), which covers the significant part of the
considered regional area. Comparison of circulation patterns calculated from SHWM (with use of
both versions of algorithm) and RM-IG shows that circulation patterns received from SHWM with
use of the first version is more close to circulation patterns received from 3-D RM-IG.

In Fig.3 are illustrated simulated sea level changes after 24, 48, 72, and 96 h after start of
integration using SHWM (with use of both versions of algorithm) and sea level changes received
from the 3-D of MHI (Fig.2i, j, k, 1). The change of the free surface level in many respects is
caused by circulating features. From Fig.3 it is well visible, that in the considered area the
decreasing of the sea level from the undisturbed level is observed during all time, but in the central
part of the Batumi eddy the level rises. Comparison of results show that sea level patterns received
from the first version of SHWM are more close to sea level patterns received from the 3-D of MHI.

Summarizing results of the carried out numerical experiments we come to opinion, that for
simulation and forecast of sea coastal processes the first version of the numerical algorithm of
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solution of equations of the shallow water theory is more acceptable than the second version, when
solution of equations on the adaptation stage of splitting is reduced to the oscillation equations. In
addition, the realization of the second version requires to use very small step in time. But the
consideration of this algorithm has the significant interest, as it can appear very convenient and
useful to tasks concerning fluctuations and wave processes in different environments.

Finally, it should be noted that the further improvement of a regional forecasting system is
connected to inclusion of modeling of coastal processes connected to change of a sea level for the
shallow part of the Georgian coast with the very high spatial resolution. Thus the results of models
stated in the given paper, will be used as the input data. The model takes into account mobile lateral
boundary with the land, which is determined on a free surface level. It enables to predict processes
of drainage and flooding.
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00 3¢ PpeKTUBHBIX YNCICHHBIX METOAAX PEelICHUS 3a1a494 MeJIKOH BObI.
Peanu3anus Mmoaesm 1Jis BOCTOYHOM YyacTu YUépHoro mopst

Atanauni Kopazanse, Aemypu lemerpamBuiau, Benxua Kyxanamsuian

Pe3rome

[IpennoxeHsl 1Ba BapuaHTa YHMCICHHOIO METOAA PEUICHHUsS CHUCTEMBI YPAaBHEHUH MENKOU
BOJbI, OCHOBAaHHOI'O Ha METOJE ABYLMKIMYECKOTO pAaCILEIJICHHUsS, KOTOpBbIE pEaTn30BaHbl IS
BOCTOYHOM akBaTopun YepHoro mops. B mepBoM BapuaHTe pEIICHUE CHUTEMBbI YpaBHEHHIA,
MOJyYeHHON B pe3yJbTaTe pacleIUIeHUs] OCHOBHOH CHCTEMbl YpaBHEHHUH 10 (U3NYECKUM
mporeccaM  (3Tall afanTtaliy) CBOAUTCS K NMPUMEHEHHMIO MeTojAa (hakTopu3alui OTHOCUTEIBHO
KOMIIOHEHTOB CKOPOCTH TE€UEHHS, @ BO BTOPOM BapHaHTE Ha 3Talle aJalTaluy IoJyuyeHHas CUCTEMa
YPaBHEHUI NPUBOAUTCS K YPABHEHUSIM KOJE€OaHHM CTPYHBI OTHOCUTEIBHO KOOPIMHATHBIX JIMHUM,
KOTOpBIE PEIIAIoTCs Takke MeToZoM (akropu3anuu. [IpemiokeHHbIE B JaHHOW CTaTbe METOJbI
pemieHust He TpeOyrT NPUMEHEHHs BHYTPEHHUX HTEpalMid, YTO 3HAYUTENIBHO YBEIUYMBACT
3G HEKTUBHOCTD UX MPAKTHYECKOTO MPUMEHEHHSI.
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