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ABSTRACT

In this paper is proven 100% confidence interval of parameters for Gaussian statistical structures in Banach

space of measures.
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Introduction

Recall that a statistical criterion is any measurable mapping from the set all possible samples values
to the set of hypothesis. It is said that an error of h-th kind of the & criterion occurs, if the criterion ejects the
main hypothesis of H;,. The following e, (&) = pu,, ({x: 8(x) = h}) is called the probability of an error of the
h-th kind for a given criterion 4.

The notion and corresponding construction of Z-criteria (same "Generalization criterion of Neiman-
Pearson, consistent criterion™) for hypothesis testing were introduced and studied by Z. Zerakidze (see [2-
13)).

We recall some definitions from the works [1-14].

Let (E,5) be a measurable space. The density of Gaussian law is determined by the equality
(x—a)®

{.x = — E'_ 2g2
fx) N

Let u be the probability measure given on ([—oo,+oo),L[—oo,+e0)) by the formula
u(d) = J"Af{:x}dx,.q € L[—oo;4+00), where L{[—owe,+0c0)) is Lebesgue o-algebra. Let {w, i€}
be Gaussian measures.

Definition 1. An object {E S,u,ie1l} is called an Gaussian statistical structure.
Definition 2. An Gaussian statistical structure {EJ S,u,i € f} is called orthogonal if x; and y ; are orthogonal
foreachvi=j,i €l,jEL

Definition 3. An Gaussian statistical structure {E, 5, u,i € I} is called weakly separable if there exists

a family of S-measurable sets {X,i € I'} such that the relations are fulfilled:

| 1, ifi=
(Vi) (W) €185 € 1) = p;(X) = {ﬂ 12y



Let {u,i €1} be Gaussian measures defined on the measurable space (E,S). For each i €1 we
denote by i; the completion of the measure p;, and by dom (i;) — the & — algebra of all ir; — measurable
subsets of E . We denote 5; = (1;;dom (j;).

Definition 4. The Gaussian statistical structure {E, S, j;,i € I} is called strongly separable Gaussian

statistical structure if there exists a family of 5-measurable sets {Z;,i € I} such that the relations are fulfilled

1 pZ)=1vier
2 Ziﬂz_,-Zlﬁ'ﬂ’iij;i,jEf
3 UEE;EE'=E.

Let I be set of parameters and B(I) be a-algebra if subsets of I which contains all finite subsets of I.

Definition 5 . We will say that the Gaussian statistical structure {E, 5,,;,i € I'} admits a consistent
estimators  of  parameters if there exists at least one  measurable  mapping
f:(E,5,) = (I,B(I)),suchthat f;{{x: f(x) = i) =1, Wi €L

Let H be set of hypotheses and E{H) be #-algebra of subsets of H which contains alle finite subsets
of H.

Definition 6. We will say that the Gaussian statistical structure {E, S;, [1;, h € H} admits Z-criterion
(same "Generalization Neimana-Pearson,consistent criterion') for hypothesis testing if there exists at least
one measurable mapping &: (E,5,) — (H, B(H)), such that

An({x:8(x) = h}) =1,Vh € H.

Definition 7. The probability e, (&) = @, ({x: 8(x) = h}) is called the probability of error of hth
kind for the given criterion .

Theorem 1. The Gaussian statistical structure {E, S, i,h € H} admits a Z-criterion (same
"Generalization Neimana-Pearson, consistent criterion™) for hypothesis testing if and only if this probability

of error of kind is equal to zero for the criterion &.

Proof. Necessity. Since the statistical structure {E,S,,i,h € H} admits a Z-criterion countable
Gaussian statistical structure {E, 5,u;.h € H} admits a Z-criterion for hypothesis testing, there exists a
measurable mapping &: (E,S;) = (H, B(H), such that ji,({x:8(x)= h})=1,%vh €H. Therefore,
ap(8) = fin({x:8(x) # h}) = 0,Vh € H.

Sufficiency. Since the probability of any kind is equal to zero, have (&) = @ ({x:8(x) =
h})=0,Yh € H.

On other hand, p{x:[(dx)=RU(dx)=h)]}l=  Gg,({x:8x)=h})=1vheEH.
2. Confidence interval for of parameters Gaussian statistical structures in Banach space of measures

Let M7 be a real linear space of all alternating finite measures on S.

Definition 8. A linear subset Mz — M is called a Banach space of measures if:



1 The norm on Mg can be defined so that Mg it is Banach space with respect to this norm, and
the inequality Il i + Av [I=] || holds for any orthogonal measures p, v € Mg and real number A = 0;

2 If u € Mgand |f(x)| = 1, then v-(4) = [, F(x)u(dx) € Bz and |lv; ] =l p II;

3 If v, € Mgv, =0,1,(E)<eo,n=12.. and v, Ll 0, then for any linear functional
I* € Mi:lim,, ... I*{v,) = 0, where M} conjugate to linear space M.

Remark 1. The definition and construction of a Banach space of measures were given by Z .

Zerakidze (see [14]).

Definition 8. Let | be a set of indexes and Mg, is a Banach space for all i £ I. The Banach space

M.E‘ = {XE}EE::XE E MB[_.HE: E IJEEEI "}(rr_" 5 ﬂ} Wlth the norm "XE "E'EI = EEEI "}‘:‘:”a‘-’fB- |S Ca”ed the dII’EC'[ sum
I

of Banach space Mg, and is denoted by Mg =& Mg,.

Remark 2. Obviously, any Banach space of measures is a Banach space the elements of which are
alternating measures, but not vice versa. The following theorem was proved in [14].

Theorem 2. Let Mz be a Banach space of measures, then there exists the funnily of pairwise
orthogonal probability measures {u;,,i € I}, Card I = 2%°, such that Mz =& Mg, (5,) is Banach space of

elements v of the from

v(B) = [ flx)un(dx),B €5, [ |f(x)|un(dx) < +eo, with the norm

vl )= j |f () | 1t ().

MB;[#B

We define by F = F(Mg) the set of real function f such that | f(x)Zxdx is defined all 7;, = Mg.
Theorem 3. Let My =& M, (7;,), Card H < ¢ be the Banach space of measures, E be a complete separable
metric space, 5; = [Nyeydom (i, ) is a Borel a-algebra on E. In order for the Borel orthogonal Gaussian
statistical structure {E,S,,i;h € H}, Card H = ¢ to admit Z-criterion (same "Generalization Neimana;
Pearson consistent criterion™) for hypothesis testing in the theory (ZFC)&(MA\) it is necessary and sufficient
the correspondence f ¢ hy defined by the

equality | f{x)i(dx) = 1:(i3,), i, € Mg was one-to-one (here I is a linear continuous functional
on Mg, f € F(Mg).

Proof. Necessity. The existence of Z-criterion for hypothesis testing &: (E,S,) — (H, B(H)), implies
that /7, ({x: 8(x) = h}) = 1, vh € H. Setting X;, = ({x:8(x) = h}) = 1,¥h € H we get:

1 gn(X,)=1,vhe H,;
2 Xyrn Xy = 0 for all different A" and A" from H;
3 U:leH Xh = {x: a{x] = H} =E.

Therefore the Gaussian statistical structure {E, 5y, i, € H} is strongly separable, hence, there exists

1, ifh=h'

5, - measurable sets {X;,,h € H} such that sz, (X;,7) = {{], Fh= R
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We put the linear continuous functional I into correspondence to function by the formula
jich{:x}gh{:dx} = Ech{ﬁh} = ”.Iu_h ||MB':"-_4?!:"
Let Iy, be a linear continuous functional that correspondence to the function fulx) = fi (), (x).

Then for any fiy,, € Mg(i5) we have

[ A @)= [ A @) = 1) = 1y

Let ¥, be the set of extensions of a functional that satisfy the condition I < p(x) in those subspace
where they are defined. Lets introduce a partial ordering into, assuming is < I if f; is defined on a large
set than i¢, and 5, = 5 where both of them are defined.

Let {th}hEH be a linear ordered subsid in ¥, Mz(j7;) the subspace on which 15 is defined. We
define 1; €U Mg (i3, setting 1-(1) = L5 () if u € Mg(j,). It is obvious that L < I;. Since any lineally
ordered subset in ¥, has an upper bound due to the Chorn lemma ¥, contains the maximal element A defined
on some set X' satisfying the condition 4 = p(x) for x £ X'. But X' must coincide with the entire space Mg
because otherwise we could extended A to a wider space by adding as above one more dimension. This

contradicts the maximality of A and, hence X' = Mg. Therefore, the extension of the functional is defined

everywhere.

Let I be a linear functional that corresponds to the function f(x) = ¥.g,(x)I, (x) € F(Mg).

Then we have [ f(x)p(dx) =l g = Tl Mg(i;,) where

Mg(my)’
B =y [ guoman. Bes,
Sufficiency. If for each f € F(Mg) the integral [ f(x)i,(dx), Vi, € Mg, is defined them there

exist a countable subsets I in H for  which J fomy(dx)y =0, if helg,

5 [ |f(x)] 5, (dx) < oo and for any countable subset I © H and for the measure
v(€) = [ [ 9n (0@ (dx) we have [ ¢ F0OV(dx) = Bnerenr ) £ F(X)gn (1) (d%).

Let the correspondence f — Ir be calefied the equality ) )iy (dx) = Ef{ﬁh], then for jiy,,
fin, € M(iI;) we have [ & fin, (O, (@) = U, () = [ LGOS (0, (d2) =
[ g Frny () Fray ()5, (d0).

Therefore f;, (x) = fi(x) almost everywhere with respect to the measure ji,, . Let fﬁh;{ﬁx} =0
almost everywhere with respect to [, and ) efay (0fp(dx) < oo, If we denoyte now
fn(€) = [ fan (2)ian (dx), the we obtain [ fz, (x)iy (dx) = 1 fﬁh{p‘hr} =0,%h = h' Vi, € Mg(,).

Denote by Cy, = {x: fan(x) = ﬂ}. Then u,'(Cy,) = 0% h = h'. Therefore, there exist §; — measurable

1, ifh=h'
0, ifh=n
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{E, 5,,iixh € H,cardH = c} is weakly separable. We represent as an inductive sequence {jt;, < w,} where
wy denotes the first ordinal number of the power of the set H .

We define wy sequence Z; of parts of the E such that the following relations hold: 1) Z; is Borel
subset of E, Yh<wy;, 2) Z,CcX,Vh<wy; 3) Z,NnZy,=0 for all h'=<w ,h="h" 4)
GnlZ) = 1,%h < wy.

Suppose that Z;,, = X . Suppose that the partial sequence {Z'};/ <, is already defined for h < wy.
It is clear that u* (U=, Z,1) = 0. Thus there exists a Borel subset v;, of the space E such that the following
relations are valid Uy, v, and u*(y;,) = 0. Assuming that Z;,, = X;, v, we construct the w;, sequence
{Zp}new, of disjunctive measurable subsets of the space E. Therefore, yj(Z;) =1,¥h <w, and the
Gaussian statistical structure {E, 5, i,h € H, cardH = c} is strongly separable because that exists a family
of elements of the o-algebra Sy =Npeg dom () such that 1)
Gn(Z) =1L VheH;2)Zy N Z = 0,Vh' # h;3) Upey Z, =E.

For x € E, we put 3(x) = h, where h is the unique hypothesis from the set H for which x € Z;,. The
existence of such a unique hipotez from H can be proved using conditions 2), 3).

Letnow y € B(H). Then {x:8(x) E v} = UpenZy

It hy € H, then {x:8(x) € ¥} = UpenZyn = Zp, U (UnenZy). On the other hand the validity of the
condition Upey Z, S E—Z,, implies that g, (Upey—n, Zr)=0. The last equality yields
Uney—no 2 € dom (f,,, ). Since dom (jz,,, ) is a a-algebra, we deduce that {x: §(x) € y} € dom (jz,,).

If ho € y, then {x:8(x) € ¥} = UpeyZ, = (E — Z5_) and we conclude that i, ({x:6(x) € ¥}) = 0.
The last relation implies that {x: §(x) € ¥} € dom (7).

We have shown that the map &: (E,S,) — (H, B(H) is a measurable map. Since B{H) contains all
singletons of H we as certain that &, ({x: 8(x) = h}) = g,(Z,) = 1,Yh E H.

The following Theorem is proven to Theorem 2.

Theorem 3. Let Mg = é8Mg(g;), Card I = ¢ be the Banach space of measures, E be a complete
metric space, §; = ;c;dom (4;) is a Borel o-algebra on E. In order for the Borel orthogonal Gaussian
statistical structure {E, S,,;,i €I}, Card I = ¢ to admit consistent estimator of parameters it is necessary
and sufficient that correspondence f < 1 defined by the equality [ fx)a(dx) = 1), i1; € Mg was one-
to-one (have I is a linear continuous functional on Mg, f € F(Mg).

The following Theorems 1,2,3,4 follows that exponentials Gaussian structures existence consistent

estimator of parameters Z-criterion for hypothesis testing and 100% confidence interval of parameters.
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JloBepuTEJIbHBIN HHTEPBAJ NAPAMETPOB JJIA CTATHCTHYECKHUX
cTpykTyp I'aycca ¢ ucnosb3oBanueM Z-kpurepust

3. 3epaxkuase, I:x. Kupus, T. Kupus

AHHOTAIUA

B crathe OOBACHSIOTCA OpPTOrOHANIBHBIE, CHab0 pa3fenuMble, pasAeiuMble U CHJIBHO pa3leiiMble
cratucTrieckue cTpykrypsl ['aycca. Takxe naroTcs MOsSCHEHHS O BBIHYKIECHHBIX OLIEHKAX MapaMeTpoB U Z-
KPUTEPHHU IS TIPOBEPKH TUIOTE3 O MapaMeTpax CTATUCTHYECKHX CTPYKTYp (aHajoruueH «00oOmEHHOMY
kputeputo Heiimana-IIupcoHay, «BBIHYXIEHHOMY KpuTepuio»). Ha ocHoBe BeposTHOCTHBIX Mep [aycca
MOCTPOEHO MPOCTPAHCTBO PasMEPHOCTEH BHIOOPKM M JTOKAa3aHbl HEOOXOAMMBIE M JOCTATOUHBIE YCIIOBHS
CYIIECTBOBaHUS BEIHYKJCHHBIX OIICHOK MapaMeTpOB U Z-KPUTEPHUS B 3TOM IIPOCTPAHCTBE.

Jst mapaMeTpoB cTaTUCTUYECKUX CTPYKTYp ['aycca moctpoen 100%-ii moBepUTEIHHBIN HHTEPBAI.
KiroueBble cjioBa: rayccoBCKas CTaTHCTHUYECKas CTPYKTYpa, COCTOSITENbHBIE OLIGHKHM IapaMeTpoB, Z-
KpDUTEpUI, OPTOrOHAIBHAS CTPYKTYpa, CHJIBHO pasJieiauMasi CTPYKTypa, [JOBEPUTEIBHBI HWHTEpPBAJ
rapaMeTpoB.
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