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Temporal Evolution of Microseismicity in Response to Reservoir
Operation at the Enguri Dam (Georgia)
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e-mail: nino_tsereteli@tsu.ge

ABSTRACT

In this study, we analyze the temporal evolution of microseismicity near the Enguri Dam (Georgia) using over
four years of data from a local seismic network installed under the DAMAST project. A detailed completeness
analysis identifies a conservative thresiold of Mc = 0.6 within 17 km of the dam, enabling robust estimation
of Gutenberg—Richter parameters. Elevated b-values in the local catalog—compared to national Mw-based
data—suggest a significant reservoir-induced component. Extending the analysis to a 30 km radius, we find
that the completeness threshold increases to Mc = 1.0; however, the b-value remains high (= 1) when estimated
using the Maximum Likelihood method. This spatial consistency in elevated b-values indicates that reservoir
operations influence seismicity up to at least 30 km from the dam. Seismicity correlates with water level
changes, especially during filling and drawdown phases, while meteorological variables show no consistent
relationship. Our findings highlight the influence of reservoir operations on microseismic activity and
underscore the value of integrated hydrological and seismological monitoring in dam regions.

Key words: microseismicity, Inguri reservoir, seismic catalog analysis, b-parameter assessment.

Introduction

In this study, we analyze over four years of continuous seismic monitoring around the Enguri Hydropower
Plant (HPP) using the DAMAST seismic network. The Enguri arch dam, standing 271.5 m high, is among the
tallest dams in the world. Its reservoir, Jvari-approximately 30 km long and reaching depths of up to 226 m-is
located in the Samegrelo region of Georgia. The underground powerhouse is situated in the Gali District of
the Abkhazia region and is connected to the reservoir via a 15 km long headrace tunnel. The entire Enguri HPP
system represents one of the most complex and strategically important hydropower infrastructures in the South
Caucasus. Despite the political conflict, the plant has continued to operate as a shared energy facility, supplying
electricity to both Abkhazia and other region of Georgia through ongoing technical cooperation and joint
operation agreements. This region, approximately 50 km east of the Black Sea in the west part of Georgia, lies
within an active seismotectonic zone associated with the southern margin of the Greater Caucasus. The
seismotectonic setting of the area has been described in detail in our previous publications [1-2]. Accordingly,
we omit a detailed discussion here and briefly note that the Enguri high dam is located within an active tectonic
zone along the southern margin of the Greater Caucasus. The associated seismogenic source is defined based
on national earthquake catalog data (Mw > 3.0), and its Gutenberg—Richter (GR) parameters a-value and b-
value [3] have been estimated using various statistical methods. Importantly, these parameters were derived
from cataloged tectonic earthquakes only; reservoir-induced events were not included in the analysis. The
estimated values are presented in Table 1.
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With the improved detection capabilities of the DAMAST seismic network, it is now possible to estimate
Gutenberg—Richter parameters, based on a more complete catalog that includes low-magnitude events (Mw <
3.0). This allows, for the first time, a direct comparison between the statistical properties of microseismicity
and those derived from the national catalog, which only includes moderate to large tectonic events. Such a
comparison provides a basis to investigate whether the microearthquake population reflects the same
seismotectonic regime as larger tectonic earthquakes, or whether it reveals distinct characteristics potentially
linked to reservoir-induced processes. The outcome of this comparison has important implications for
understanding the nature of small-magnitude seismicity near large dams and its relation to regional tectonic
stress fields. In this paper, we focus in particular on the b-value of the Gutenberg-Richter relation. The b-value
of the Gutenberg-Richter law not only reflects the relative proportion of small to large earthquakes but also
serves as an indicator of the mechanical state of the crust. Higher b-values are generally associated with
heterogeneous, fractured, and fluid-influenced rock masses, often implying the presence of stress
perturbations, increased pore pressure, or weaker fault structures. In contrast, lower b-values typically indicate
a more homogeneous and competent lithology subjected to higher differential stress. Therefore, the elevated
b-values observed near the Enguri Dam may suggest that the surrounding rock volume is extensively fractured
and potentially weakened by repeated hydrological loading, making it more susceptible to microseismic
activity triggered by minor stress changes due to reservoir operation.

Seismic Networks and Data

To capture low-magnitude seismicity in the vicinity of the Enguri Dam, a dedicated local seismic network
comprising ten stations was established under the DAMAST project. (Fig. 1). The network consists of both
surface (KETI, BRID, GULB equipped with MBB-2 sensors and HPP, OKM, GAL equipped with 4.5 Hz
Geophone PE-6/B) and borehole (KIT1, BUFF, NIKA, DOG equipped with Trillium Compact Posthole 20s
sensors) installations.

42°00"E
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A DAVAST stations

//,/A Active Faults by Basili et. al

mmmu Ingrishi active faults

Reservoir

Rivers

Fig. 1. Damast seismic network, seismicity and active fault structures in the Enguri Dam region.
Yellow circles indicate microearthquakes recorded between 2020 and 2024 within 17 km radius.
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Fig. 2 presented a normalized comparison plot showing the amplitude response of all three sensor types.
A -3 dB reference line is included to indicate the effective bandwidth for each sensor. The comparison confirms
that the Trillium 20s sensor provides the broadest usable frequency range, followed by the MBB-2, with the
4.5 Hz geophone effective in the high-frequency band only.
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Fig. 2. Normalized Frequency Response of Trillium 20s, MBB-2, and 4.5 Hz Geophone Sensors.

Background seismic noise conditions were evaluated through vertical-component power spectral density
(PPSD) analysis for each station, using the ObsPy package. Median acceleration-referenced spectra were
computed and compared against Peterson’s New High and Low Noise Models (NHNM and NLNM; [4]) to
characterize site-specific noise levels The borehole installations (KIT1, BUFF, NIKA, DOG) and the remote
station GULB consistently demonstrated low ambient noise, with spectral levels closely tracking the NLNM
across a broad frequency range. In contrast, surface stations (GAL, KETI, OKM, HPP), subject to greater
environmental influence, exhibited elevated noise levels; however, these remained below the NHNM
thresholds. These results confirm that the network achieves sufficiently low noise conditions to support reliable
microseismic monitoring [1].

Analysis of Local Seismicity and Network Performance

The procedures for earthquake detection, location, and magnitude determination using the DAMAST
network have been previously detailed in [1] and are not repeated here. In this study, we focus on the analysis
of the resulting seismic dataset, with particular attention to the spatial distribution of events around the dam,
magnitude distribution, and catalog completeness. Additionally, we examine statistical relationships among
key earthquake parameters to better characterize the nature of the observed seismicity. These analyses aim to
evaluate whether the recorded events are consistent with regional tectonic processes or exhibit anomalies
potentially related to reservoir-induced effects.



Fig. 3(a,b,c,d) present an overview of the key statistical characteristics of the seismic catalog. Specifically,
they show: (a) the distribution of earthquake epicenters as a function of distance from the dam (DFD), (b) the
relationship between local magnitude (MI) and DFD, (c) the number of events as a function of focal depth,
and (d) the distribution of events by magnitude. From the distributions we observe that the DAMAST network
is capable of detecting microearthquakes with local magnitudes (MI) as low as —1 within approximately 5 km
of the dam. Detection of events with M1 <0 remains possible up to a distance of 17.7 km. Beyond this range,
and up to ~30 km from the dam, only events with MI >0 are consistently recorded. The depth distribution
indicates that the majority of events occur between 4 and 6 km, while the magnitude histogram shows a peak
near M1=0.3, with an estimated uncertainty of approximately +0.23. These distributions provide important
constraints on the sensitivity limits of the network and the spatial characteristics of the local seismicity.
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c)

Number of events by depth
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Fig. 3 a) Number of events by distance from Dam; b) Local magnitude (MI) by distance from the dam

(DFD);c) The number of events by focal depth; d) Number of events by magnitude.



In addition, we examined the horizontal and vertical location uncertainties of the recorded events, along
with the azimuthal gap distribution. These parameters were analyzed with respect to event magnitude and are
summarized in Figure 4 (a,b,c,d).
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Event-by-Event GAP Values
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Fig. 4 a) The horizonla location uncertainties of the recorded events; b) The vertical location uncertainties of
the recorded events; c) Azimuthal GAP of the recorded events; d) Azimuthal GAP distributin by Ml

The results show that horizontal and vertical estimation errors are below 5 km for the majority of events,
indicating generally reliable hypocentral locations. However, azimuthal gaps are relatively high, often
exceeding 222°, due to the spatial configuration of the network and the presence of inaccessible regions.
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Despite this, events with M1 < 0 are still detected within these conditions, highlighting the network’s sensitivity
to low-magnitude seismicity even under suboptimal geometric coverage.

Completeness Magnitude and Gutenberg—Richter Analysis

To assess temporal variations in seismic monitoring performance and investigate possible hydrologically
modulated seismicity, we analyzed the cumulative number of earthquakes over time. To determine an
appropriate temporal resolution for estimating completeness magnitude (Mc) and tracking the evolution of
microseismicity, we first estimated recurrence intervals for small-magnitude earthquakes using the
Gutenberg—Richter (GR) relationship derived from the broader tectonic zone encompassing the Enguri Dam
(Tabl).

Based on the national seismic catalog and applying the GR relation to events with M1 > 3, we extrapolated
the expected recurrence rates for lower-magnitude events. This analysis suggests that, according to the least-
squares (LS) method:

* Earthquakes with M1> 2 occur approximately every 2.4 months,

* Events with M1> 1 occur in less than one month.

Estimates obtained from the maximum likelihood (ML) method suggest even shorter recurrence intervals.
Considering these results and the typical 4-month duration of hydrological transitions (filling and drawdown)
at the reservoir, we adopted a 3-month window for Mc estimation. This window size ensures statistical
robustness while remaining sensitive to possible seasonal changes in detectability or seismic response
associated with reservoir level fluctuations. In other words These recurrence intervals justify the chosen
window size, which is sufficiently long to include multiple low-magnitude events yet short enough to resolve
temporal changes in detection capability and seismic response.

To evaluate the detection threshold and temporal consistency of the local seismic catalog, we examined
the cumulative number of earthquakes within a 0—17 km distance from the dam, using several magnitude bins
and discrete time intervals. Preliminary analysis of the full dataset, aggregated in 3-month windows, revealed
a noticeable change in the slope of the cumulative trend around April 2022 (Figure 5).

Cumulative Count Over Time
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Fig. 5. The cumulative number of earthquakes within a 0—17 km distance from the dam aggregated in 3-
month windows.

This feature is apparent for events with magnitudes up to Ml = 0; for M1 > 0, the trend becomes linear and
consistent , with only a minor deviation near April 2022, likely attributable to transient clustering rather than
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a systematic decline in detectability. The timing of this shift coincides with a transition in data processing
responsibility-from German collaborators to a local student-raising concerns about possible inconsistencies in
the detection or cataloging of low-magnitude events. Based on these findings, we conclude that the catalog
can be complete for M1>0.0, while detection reliability decreases for magnitudes below this threshold,
particularly after April 2022.

To investigate whether the seismicity rate for these low-magnitude events has remained constant, we
repeated the analysis using 12-month bins. This revealed a distinct flattening of the cumulative event curve
after late 2023, despite the absence of any change in network operation or data processing methods. Since this
trend is not observed in higher-magnitude bins (e.g., M1> 0.4), we interpret it as a real decline in the occurrence
rate of smaller microearthquakes (Ml = 0.0-0.3) since November of 2023 (Fig.6). This reduction may reflect
stress relaxation following a previously more active phase, potentially driven by pore pressure diffusion or
changes in reservoir-induced stress. Alternatively, it may signal progressive stress accumulation, in which
small asperities have already ruptured and stress is increasingly focused on larger fault segments. This type of
seismic quiescence has been reported prior to larger events in other tectonic and reservoir settings. Although
additional analysis (e.g., clustering behavior, focal mechanism trends, or geomechanical modeling) would be
required to test these scenarios, the current observations point to a genuine physical change in the system,
rather than an artifact of detection or processing.

Cumulative Count Over Time
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Fig. 6. The cumulative number of earthquakes within a 0—17 km distance from the dam aggregated in 12-
month windows.

Catalog completeness was carefully assessed using both cumulative number analysis by magnitude and
time and the MAXC method. Based on this analysis and on the discussion above, we adopt Mc=0.6 as a
conservative completeness threshold in the range 0—17 km.

To assess the spatial characteristics of seismicity around the Enguri Dam, we analyzed Gutenberg—Richter
parameters within two distance ranges: 0-17 km, 0-30 km, using both least squares (LS) and maximum
likelihood (ML) estimation methods. The results are summarized in Table 1. In particular, induced seismicity-
often characterized by elevated b-values due to transient stress perturbations from reservoir fluctuations-may
affect the observed distribution. In the 0-17 km range, the ML and the LS method gives b value >I.
Completeness analysis for the broader 0—30 km region indicates a reliable threshold of Mc= 1.0, reflecting
decreased sensitivity at larger distances. For this zone, LS yields b=0.77, while ML gives b=1.04
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The Gutenberg—Richter law [3] describes a cumulative distribution of discrete earthquake magnitudes and
is commonly expressed as:

logioN(M)=a—bM

where N(M) is the number of earthquakes with magnitude > M, and a and b are constants characterizing
the seismic productivity and the relative proportion of small to large events, respectively [2;5]. Accurate
estimation of the b-value is essential for understanding the stress regime and failure characteristics of a given
seismotectonic or anthropogenically influenced region.

The Maximum Likelihood Estimation (MLE) method provides an efficient, unbiased estimator for the
exponential distribution of magnitudes above the completeness threshold Mc [6-7]. The MLE approach avoids
the pitfalls of the Least Squares (LS) method, which assumes linearity in the log-transformed cumulative
frequency—magnitude distribution and is highly sensitive to data binning, magnitude rounding, and departures
from ideal power-law behavior [8-9]. This distinction is particularly relevant for the Enguri Dam region, where
seismic catalog completeness may vary due to changes in network configuration, processing protocols, and
temporal variations in ambient noise. In such environments, LS regression can significantly underestimate or
overestimate the b-value, especially near the magnitude of completeness. The MLE method, by contrast,
operates directly on the individual magnitudes and remains robust against these catalog limitations [8-9].

Furthermore, MLE allows for the derivation of analytical confidence intervals, enabling statistically
rigorous comparisons across different spatial or temporal windows. This capability is critical in high-resolution
microseismic studies, such as those conducted around large hydropower reservoirs, where subtle changes in
seismicity may reflect stress perturbations or hydrologically induced pore pressure diffusion [11-13].

For comparison, the Gutenberg-Richter b-values derived from the national seismic catalog-homogenized
to moment magnitude (Mw)-are notably lower than those obtained from the local catalog within both the 0—
17 km and 0-30 km distance ranges around the Enguri Dam. While differences in magnitude scales can affect
b-value estimation, particularly for low-magnitude events where Ml and Mw diverge, the consistently high b-
values (> 1) obtained using Ml suggest that this discrepancy cannot be explained solely by the choice of
magnitude type. Instead, the results likely reflect genuine local conditions, including the occurrence of a larger
proportion of small-magnitude events and the influence of reservoir-induced processes. The similarity of b-
values across both spatial ranges implies that the effects of reservoir operations-most notably water level
fluctuations-may extend at least 30 km from the dam, supporting the interpretation that the observed seismicity
is induced or significantly modulated by anthropogenic activity.

Table 1. The Gutenberg—Richter parameters for the seismogenic source were estimated from the
national earthquake catalog using two approaches: the least squares (LS) method and the maximum
likelihood method.

Mc bin Method b-value a-value Range km network
0.6(MI) 0.2 LS 1.02 2.26 0-17 DAMAST
0.6(MI) 0.2 ML 1.00 2.85 0-17 DAMAST
1.0(MI) 0.2 LS 0.77 2.13 0-30 DAMAST
1.0(MI) 0.2 ML 1.04 3.23 0-30 DAMAST
3.5(Mw) 0.2 LS 0.7 2.1 National
3.5(Mw) 0.2 ML 0.88 3.08 National

Hydro-Meteorological Controls on Monthly Seismic Activity

To evaluate the influence of short-term hydrological and meteorological processes on local seismicity, we
analyzed monthly earthquake counts in relation to three key parameters: reservoir water level, water inflow,
and the rate of water level change (velocity) (Fig.7-8). From early 2021 to mid-2022, the reservoir followed a
regular seasonal cycle with gradual filling and drawdown phases and extended high- and low-water plateaus.
During this period, elevated seismicity systematically coincided with the transition phases, consistent with
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classical models of hydro-mechanical triggering. Earthquake counts peaked at the end of drawdown in early
2021, again during reservoir filling in mid-2021, and most notably during and after drawdown in early 2022.
These periods also coincide with significant water inflow peaks and positive or negative extremes in water
level velocity, highlighting a coupled response to both volumetric and stress-rate changes in the system.

After July 2022, the dam's operational regime changed-high-water plateaus disappeared, and the reservoir
exhibited faster and less symmetric cycling. The corresponding seismicity became less periodic and more
scattered. Although seismic activity continued to respond at times to hydrological transitions, the relationship
weakened, likely due to shortened stress-loading intervals, more abrupt pressure changes, and altered diffusion
pathways within the crust.

Interestingly, a notable seismicity peak in January 2023 occurred without a sharp change in water level
velocity. This suggests that not all triggering is driven by high stress rates; instead, it may reflect delayed
rupture following earlier stress accumulation or unloading. In contrast, a period of high negative velocity
around November 2023-indicative of rapid drawdown-was not accompanied by increased seismicity. This
implies that the crustal system had either already released accumulated strain or was in a post-rupture
relaxation phase. These observations emphasize that the triggering process depends not only on instantaneous
stress changes but also on the temporal evolution of the stress field and fault memory effects.

Overall, the results point to a complex and evolving relationship between seismicity and hydrological
forcing. While water level, inflow, and rate of change all appear to influence the timing and amplitude of
microseismic activity, the underlying mechanism is ultimately rooted in stress perturbations caused by water
level variations. However, the presence of both responsive and unresponsive phases, as well as asymmetries
between loading and unloading, suggests that the system’s behavior is modulated by additional factors such as
preexisting stress state, fault maturity, and potential fatigue or healing processes. Rather than supporting a
single deterministic model, the observations imply a dynamic interplay between reservoir-induced stress
changes and local fault stability conditions, with the seismic response being highly context dependent.
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Fig. 7. Monthly Seismicity, Reservoir Water Level Changes, and Inflow at Enguri Dam.
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Fig. 8. Monthly Seismicity and Water Level Change Rate at Enguri Reservoir.

While hydrological controls exhibit a clear relationship with microseismicity, meteorological
parameters-namely air temperature, humidity, and rainfall-show no consistent correlation with monthly
earthquake rates (Fig 9-11). Although isolated coincidences exist, seasonal temperature cycles and short-lived
rainfall or humidity fluctuations do not align systematically with seismicity peaks. This suggests that
atmospheric variables are not primary drivers of stress changes at seismogenic depths. Their influence, if any,
is likely indirect-manifesting through surface runoff and infiltration processes already reflected in inflow and
reservoir level dynamics.
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Fig. 9. Monthly Seismicity and Temperature Changes.
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Conclusion

The DAMAST microseismic catalog [14] provides a unique opportunity to study reservoir-induced
seismicity near the Enguri Dam with high resolution. Catalog completeness was carefully assessed using both
cumulative number analysis by magnitude and the MAXC method, leading to a conservative completeness
magnitude of Mc=0.6 within a 17 km radius of the dam. This threshold enabled robust estimation of
Gutenberg—Richter parameters, revealing elevated b-values, indicative of a relatively high proportion of low-
magnitude events. These findings contrast with lower b-values derived from the national Mw-based catalog
for the same tectonic zone, suggesting that local processes-including reservoir operations-may be influencing
the microseismic population. The similarity of b-values across both spatial ranges implies that the effects of
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reservoir operations-most notably water level fluctuations-may extend at least 30 km from the dam, supporting
the interpretation that the observed seismicity is induced or significantly modulated by anthropogenic activity

The temporal evolution of seismicity further supports this interpretation. During periods of regular
reservoir operation (2021-mid-2022), seismicity rates increased during both water level rise and drawdown
phases, consistent with expected stress changes due to volumetric loading and unloading. This behavior aligns
with the elevated b-values, often associated with induced seismicity in response to transient stress
perturbations.

Following a shift in reservoir management after mid-2022, the seismic response became less periodic and
more irregular, yet still showed isolated peaks temporally correlated with rapid water level transitions. This
pattern supports a continued, though more complex, hydro-seismic interaction. In contrast, meteorological
parameters such as temperature, humidity, and rainfall showed no meaningful correlation with seismicity,
reinforcing the conclusion that stress changes from water level variation are the primary modulating
factor.

Overall, the integration of statistical seismological analysis with hydrological and meteorological records
reveals that microseismicity near the Enguri Dam is closely linked to reservoir-induced stress changes. The
combination of elevated b-values, spatiotemporal clustering, and correlation with water level dynamics points
to induced processes operating alongside regional tectonic background activity.
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IBOJIIOIUA MUKPOCEHCMUYHOCTH BO BpeMeHH B OTBET HA
IKCILUTYATANUIO BOAOXPAHWIUINA Y IWI0oTHHBI UHrypu (I'py3us)

H. Leperean, JI. 'omuaze, H. Tyrymmu

Pe3rome

B HacrosmeM nccnenoBaHNY aHATM3UPYETCS. BpEMEHHAS 3BONIOLYSI MUKPOCEHCMUYHOCTH B PAHOHE TUIOTHHBI
Wurypu (I'py3us) Ha ocHOBe Oojiee 4eM YETHIPEXJIETHUX JaHHBIX, COOPAHHBIX JIOKATBHON CEeHCMHYECKOi
CEeThI0, YCTaHOBJICHHOW B pamkax npoekta DAMAST. TloapoOHbIil aHaNM3 MOJHOTHI Karajaora MO3BOJIUII
OIIpeNeNuTh KOHCepBaTuBHBINA nopor Mc=0.6 B paguyce 17 KM OT IUIOTHHBI, YTO 00ECHEUMIO HAIECKHYIO
orieHKy mapamerpoB ['yren6epra—Puxtepa. [loBbieHHbIC 3HaUCHNUS TTapamMeTpa b B JT0OKaIbHOM KaTajore - 1o
CPaBHEHHMIO C JAHHBIMH HAIIMOHAJIBHOTO KaTaJora, MPUBEIEHHOTO K IIKaJe MOMEHTHOW MarHuTybl (Mw) -
YKa3bIBalOT Ha BO3MOXKHOE BIHMAHHE IPOLIECCOB, BBI3BAHHBIX OJKCIUTyaTanuMeld Boaoxpanwiauma. llpum
pacImpeHny aHaim3a 10 paxguyca 30 KM yCTaHOBJICHO, YTO IOPOT ITOJHOTHI yBenmmuuBaercs po Mc=1.0;
OJIHAKO 3Ha4eHHe D ocTaérest BBICOKUM (> 1) MpU UCMOIb30BAaHUH METO/Ia MAKCHUMAIBHOTO MPABIOIOI00HS.
Takoe mNPOCTPAHCTBEHHOE TIOCTOSHCTBO TMOBBIIICHHBIX 3HAY€HHH D CBUIETENBCTBYeT O TOM, 4TO
9KCIUTyaTalys BOJOXPAHMIIMINA OKa3bIBACT BIMSAHNAE Ha CEHCMUYHOCTDh Ha PACCTOSIHUMHA KaKk MUHAMYM 30 KM
oT MIOTHHBL. CEeHCMUYHOCTh KOPPETUpPYET C U3MEHEHHSIMHA YPOBHS BOZBI, 0COOCHHO B (ha3ax HANIOTHEHUS H
CIIyCKa, TOTJa KaK METEOPOJOTHYECKUE MapaMeTphl HE JEMOHCTPUPYIOT yCTOMYMBOU CBA3U. IlomydeHHbIE
pe3yabTaThl MOJYEPKHUBAIOT BIMSHUE PAaOOTHl BOJOXPAaHWJIMIIA Ha MHUKPOCEHCMHUYECKYIO AKTUBHOCTH H
BaYKHOCTh KOMIUIEKCHOTO MOHUTOPHHTA THAPOJIOTHYECKUX U CEICMHYECKUX MPOLIECCOB B pallOHaX KPYIHBIX
THIPOTEXHUIECKUX COOPY KEHHUH.

KioueBble cjI0Ba: MHKPOCCHCMHYIHOCTD, VIHTYPCKOE BOJOXPAaHUIIHINE, aHATH3 CEHCMUYECKOro Karaaora,
oneHka b-mapamerpa
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ABSTRACT

One of the important issues in urban geolocation is the determination of the depth of piles within the scope of
geolocation activity. The peculiarity of the complexity of the issue lies in the heterogeneity of the work
environment, which can be found both in an open space, such as a construction site, and in a closed, i.e.
completed and put into operation building. Conducting geolocation profiles under operational building
conditions is also limited due to existing partitions and architectural elements of non-conducive placement.
In some cases, we are forced to limit ourselves by taking partial profiles and use a complicated
interpretation for such a radargram. In particular, we additionally use the three-dimensional spatial
representation for the intersections of geolocation profiles to determine the depth of the target pile. For the
interpretation of the depth limit of pile, it is recommended to fix the location of the hyperbola of the pile
radio image on the axis of intersection of the intersecting profiles for both profiles, to imagine and interpret
the 3D radio image of the target pile for the intersection axis of the profiles.

Key words: urban geolocation, radio image, depth of piles, radargram.

Introduction

One of the important issues in urban georadiolocation is the determination of the depth of piles within
the georadiolocation activity [1, 2, 3, 4]. The peculiarity of the complexity of the issue lies in the
heterogeneity of the working environment, which can be found both in an open space, such as a construction
site and in a closed, i.e. completed and put into operation, building. Conducting geolocation profiles under
operational building conditions is also limited due to existing partitions and architectural elements of non-
conducive placement. In some cases, we are forced to limit ourselves by taking partial profiles and use a
complicated interpretation for such a radargram. In particular, we additionally use the three-dimensional
spatial representation for the intersections of geolocation profiles to determine the depth of the target pile.

Task

For the completed and operational medical building, it was necessary to determine the crossing of one of
the corners of pile. The problem was the presence of limited space because a complete geolocation profile
could not be conducted. It was decided to perform two mutually directed georadar profiles, at the intersection
of which the target pile was placed in the corner of the walls.

Method and instrumental part

On the first floor of the completed building, the deepening of the load-bearing pile was to be investigated
in the internal area. The survey was carried out using georadiolocation method georadar Zond12e, with
official software "Prizm-6.0", for further, three-dimensional interpretation, compatible software - "Voxler 4"
was used.

Two intersecting profiles were conducted, the schematic representation of which is given in the
schematic drawing (Scheme 1).
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Scheme 1. The diagram shows the conditional location of geolocation profiles 1-2 and shows the probable
location of pile.

Data and reasoning

It follows from the interpretation of Prof. 1 presented on the radargram (Fig. 1) that the pile radio image
was marked at distances of 15-16m and at a depth of 9m on average. The radio image is marked with white

lines.
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Fig. 1. Radargram Prof. 1, length -16 m, is presented Zond-12e with standard shielded antenna 300MHz.
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Fig. 2. Radargram Prof. 1 is presented, length - 16 m".'It is made with a standard shielded radar an:tenna of
300MHz. The topographic effect is taken into account.
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For visualization, Prof. 1 (Fig. 2) has been added to the radar chart, the pile radio image has been marked
at a distance 15-16 m and at a depth of 9m. Since the base of the borehole is naturally uneven, the lateral
placement of the poured concrete is also uneven, thus the plane of the base of pile changes within the limits
of 8.9-9.2m. The radar profile passed through one side of pile; the other sides are covered by the wall
construction.
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Distance, m

Fig. 3. Presents radargram Prof. 2, length -9m. It is made with a standard radar shielded antenna of 300MHz.

From the Prof. 2 (Fig. 3) interpretation presented on the radar chart, it follows that the pile radio image
was marked at a distance 8.5-9m and at a depth 9m.

pr2_300MHz L9 4467
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Distance, m =

Fig. 4. Radargram Prof. 2, length -9m is presented. It is made with a standard radar shielded antenna of
300MHz. The topographical effect is taken into account.

From the Prof. 2 interpretation on the radar chart, it follows that the pile radio image was marked at a
distance 8.5-9m and at a depth of 9m. Since the base of the borehole is naturally uneven, the lateral
placement of the poured concrete is also uneven, thus the sections of the pile base vary within the limits of
8.9-9.2m, the results of profile-2 coincide with the results of profile-1 within the location of the hyperbola
indicator.

The radio view of the object of vertical placement recorded by Prof. 1 and Prof. 2 corresponds to the pile
with a depth of 9-9.2 m.
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Fig. 5. Radargram Prof. 1 and Prof. 2 are presented, the target pile is located at the intersection, it is made
with the radar staff screened antenna 300MHz.

At the intersection of Profiles-1, 2 (Fig. 5) the location of the hyperbola indicating the pile radio image
was identified. Shown by a white circle adjacent to the synphasic axis.
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Fig. 6. An excerpt from the spatial representation
of the intersection of profiles-1, 2 is provided. The
3D radio image is built using Voxler 4 software.



The radargram presented in Fig. 6 clearly defines the hyperbola marked with white circles for the target,
the carrier pile 3D radio image, which uniquely characterizes the deepening of pile as a physical object and
its location.

Conclusion

For the interpretation of the depth limit of pile, it is recommended to fix the location of the hyperbola of
the pile radio face in the cross section of the intersecting profiles for both profiles, to imagine and interpret
the 3D radio face for the target pile for the axis of the intersection of the profiles.
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TpexmepHoe u300paxkeHue paauooodpasa cBail Ha pajaporpamMmme 1Js
3aBEPLICHHOI0 CTPOCHUS

. OqnaaBanse, T. Heaunase, O. SIBojs1oBCcKkas
Pe3rome

OmHMM W3 BaKHBIX BOIPOCOB TOPOJICKOI TEOJIOKAIMU SIBIISIETCS OINpeNeleHNe TIIYOWHBI CBAall B paMKax
re0JOKaMOHHON nesTenbHOCTH. OCOOEHHOCTh M CIIOKHOCTH BOMPOCA 3aKIFOYAeTCS B HEOTHOPOTHOCTH
paboueii cpenbl, KOTOPYIO MOKHO BCTPETUTH KaK Ha OTKPBITOM MPOCTPAHCTBE, HAIPUMED, HA CTPOUTETHHON
IJIOIIAJKE, TaK U B 3aKPBITOM, T.€. 3aBEPLICHHOM M BBEICHHOM B AKCIUIyaTalMiO 31aHud. [IpoBeneHue
re0JOKAMOHHBIX MpOo(duiei B yCIOBHAX IKCIUTyaTalluW 3/IaHUS TakKe OrPAaHMYEHO HM3-3a CYIIECTBYIOIINX
MIEPErOpPOJIOK M APXUTEKTYpPHBIX 3JIEMEHTOB HEOJarompUATHOIO pasMelleHHs. B HEKOTOphIX Ciiydasx Mbl
BBIHYK/ICHbI OTPaHUYHTHCS MMOJIYYCHUEM YaCTUYHBIX MPOQUIIEH U NCIIOIB30BaTh CIIOKHYI0 WHTEPIIPETAIHIO
Takod pagaporpaMMbl. B 4acTHOCTH, Mbl JONOJHUTENIBHO HCIOJIB3YEM TPEXMEPHOE MPOCTPAHCTBEHHOE
MPEJICTABJICHUE TepeceueHuid npouield TeoNIOKAIlMK i ONpeAcicHUus TIyOuHBI IieneBoi cBau. s
VWHTEpIpPEeTalid TPAaHUIBI TIyOWHBI CBAaM PEKOMEHIyeTCs 3a(MKCHPOBATh PACHOJIOKEHHE THIIePOOITBI
pamrooOpasa cBam Ha OCH IEpeceueHHUs IepeceKaronuxcs mpoduieii mis 06oux mpodureil, MpeacTaBuTh U
nHTepIperrpoBats 3D pagnoobpas 1ieneBoi cBau s 0cH NiepecedeHus Ipoduiei.

KiioueBble ciioBa: pa;uxloo6pa3, I‘J'Iy6I/IHHI>I€ CBau, paaaporpamma, ropoackas recojokanus.
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ABSTRACT
Due to the construction and rehabilitation works in the territory of “Old Tbilisi”, one of the historically
ancient and archaeologically very important places in the capital of Georgia, Thilisi, there was a need to
carry out a preliminary reconnaissance archaeogeoradiolocation survey. The pre-marked area for the
archaeogeoradiolocation survey was intended as a place for the operation of construction equipment.
During the construction process, it was possible to damage multi-ton construction equipment and cause
accidents as a result of underground voids, as well as destroy possible archaeological monuments.
The archaeogeoradiolocation survey revealed a number of voids, signs of the presence of possible
archaeological sites, and mapped their locations. The archaeogeoradiolocation work was performed using a
Zond 12e georadar, the data was collected, processed and interpreted using the Prizm 2.6 software. The aim
of the task was to conduct a georadiolocation survey to identify voids in the subsurface and near-surface
areas.
It turned out that the study area is loaded with objects containing cavities of various shapes and contents.
The continentality of the soil is disturbed by numerous cavities. Their depth ranges from 0.5 m to 5 m and
their length is 1-5 m. A boundary between geological layers has been identified, on which a radio image of a
man-made object could be located, such as: a foundation, tunnel, culvert or other cylindrical object located
above the foundation and with a width of 1-1.5 m. The presence of a geological object is not excluded.
From an archaeological-geological point of view, the study requires further continuation of detailed
archaeogeoradiolocation works.
Keywords: archaeogeoradiolocation survey, georadar works, radio image

Introduction

Due to the construction and rehabilitation works in the territory of “Old Tbilisi”, one of the historically
ancient and archaeologically very important places in the capital of Georgia, Thilisi, there was a need to
conduct a preliminary reconnaissance archaeogeoradiolocation survey. The pre-marked area for the
archaeogeoradiolocation [1, 2, 3] survey was intended as a place for the operation of construction equipment.
During the construction process, it was possible to damage multi-ton construction equipment and cause
accidents as a result of underground voids, as well as destroy possible archaeological monuments.

The archaeogeoradiolocation survey revealed a number of voids, signs of the existence of possible
archaeological monuments, and mapped their locations.

Archaeological georadar works were performed using the Zond 12e georadar, data were collected,
processed and interpreted using the software - Prizm 2.6.

Task/Objective

The purpose of the task was to conduct a georadiolocation survey to identify voids in the subsurface [4,
5, 6, 7] of the underground.
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Scheme 1.

In the vicinity of the "OId Thilisi" citadel, "Nariakala", in geographically difficult terrain, in a pre-
marked area, a georadar Zond-12e, with its standard 150MHz dipole antenna, and software Prizm-2.6, was
used to conduct a georadiolocation survey to identify voids in the underground near-surface layout.

The schematic drawing (Scheme 1) shows the conditional placement of geo-radiolocation profiles and
their directions.

Photo 1. Photo 2.
View from Narikala Citadel Environment for placing geo-radiolocation profiles.

Photo 3. The location of one of the geo-radiolocation profiles.
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Results and Discussion

pr 1. 150MHz L14_4451

10 11.25 125 14

Distance. m

Fig. 1. Georadiolocation profile 1 was made with a 150 MHz georadar antenna. The length of the profile is
14 m.

Georadiolocation profiles are presented, with anomaly locations marked and separated by white lines.
Anomalies were separated according to their radio features/amagine [7].

Georadiolocation profile 1 (Fig. 1) shows pit-type cavities at distances of 1.25 m with a size of 1-1.5m,
as well as at a distance of 5m, in addition, at a distance of 10m and a distance of 12.5m there areradio images

of pit-type cavities filled with waste material, their depths are from 1m to 2m.
1 0

_”\

e

Bl pr 1R _150MHz L14_4452

Depth, m

0 125 25 375 5 6.25 75 8.75 10 11.25 125 13.999
Distance, m

Fig. 2. Georadiolocation reverse profile-1R is made with a 150 MHz georadar antenna. The length of the
profile is 14 m. Parallel and separated from profile 1 by 0.5-1 m.

| pr 2 150MHz L14 4453 |
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Fig. 3. Georadar profile-2 was performed with a 150K’)Ti3|”z georadar antenna. The length of the profile is 14m.
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On profile 1R (Fig. 2) at distances of 3.75, 8, 12, 13m, radio features corresponding to the depth of the
depression were marked with depressions of 2-2.5m. The radio features of the marked objects continue on
profile 1, therefore they are of a volumetric type and their length is not less than 1m.

On profile 2 (Fig. 3), characteristic radio features of the pit and cylindrical cavity were marked at
distances of 2.5, 10, 12.5m with a depth of 2.5m.

1

pr.2 R_150MHz L14._4454

8.75

1263 11.25 10

X 10 11.25
Distance, m

Fig. 4. Georadiolocation reverse profile-2R was performed with a 150MHz georadar antenna. The length of
the profile is -14m. Parallel and separated from profile-2 by 0.5-1m.

On profile 2R (Fig. 4), characteristic radio features of the pit and cylindrical cavity were marked at
distances of 2.8, 10, 12.5m with a depth of 2.5m. They extend continuously on profile 2. Thus, they are
dimensionally up to 1m wide.
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0 1.25 25 375 5 6.25 7.5 8.75 10 11.25 125 13.75
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Fig. 5. Georadar profile -3 was performed with a 150 MHz georadar antenna. The length is 15m.
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Fig. 6. Georadiolocation reverse profile-3R is performed with a 150Hz georadar antenna. The profile length
is 15m. Parallel and is separated from profile 3 by 0.5-1m.
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On profile 3 (Fig. 5) the radio images of pit-like objects were marked at distances of 1.25, 6, 10, 13.75m.
In addition, they represent radio images of continuous objects and extend to profiles 2-2R.

On profile 3R (Fig. 6) dimensional cavities 1, 3, 3.75, 7.5, 12.5, 13.75m were marked. In addition, the
radio image of a cylindrical object and at a distance of 7.5m continues on the previous profiles.

pr4_150MHz._L14.4457

1271 11.25 10

0 1.25 25 375 5 6.25 7.5
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Fig. 7. Georadar profile-4 was performed with a 150 MHz georadar antenna. The length is 16m.
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10 11.25 125 13.75
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Fig. 8. Georadar reverse profile-4R is made with a 150Hz georadar antenna. The length of the profile is 15m.
Parallel and separated from profile 4 by 0.5-1m.

On profile 4 (Fig. 7), radio features of pit-like objects were marked at distances of 1.25, 3.75 m, and
cylinder-type at 10 m. At distances of 13-15 m, radio features of partially collapsed sided cavities. Their
depth is up to 4 m.

Profile 4R (Fig. 8)shows the radio faces of the objects recorded in profile 4, as well as the radio faces of
partially collapsed pit-type objects at distances of 2.5, 6, 11.25, 15 m.
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Bl pr 5 1500MHz L16_4459
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Fig. 9. Georadiolocation profile-5 was made with a 150MHz georadar antenna. The length is 16m.
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On profile 5 (Fig. 9), at distances of 1.25, 3.75, 7.5, 11, 15m, radio images of objects containing cavities
were marked, possibly of anthropogenic origin. They continue continuously on profile 4. Their depth is 5 m.

Depth, m

pr5SR_150MHZ L16. 4460

5 6.25 75 8.75 10 11.25 125 13.75
Distance, m

Fig. 10. Georadiolocation reverse profile-5R is made with a 150Hz georadar antenna. The length of the
profile is 16m. Parallel and separated from profile 5 by 0.8-1.5m.
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Fig. 11. Georadar profile-7 was made with a 150 MHz georadar antenna. The length of the profile is 16 m.
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Fig. 12. Georadiolocation profile-8 was performed with a 150MHz georadar antenna. The length of the
profile is 16 m.

Profile 5R (Fig. 10) marks hollows at distances of 1.25, 3, 4, 9, 12.5, 15m, their deepening is 2.5 m.

On profile 7 (Fig. 11), radio features with depth signs were marked at distances of 1.25, 3, 8.75, 10,
11.25, 12.5, 15m. Their depth is mainly 4m, and the depth of the object of the type that was destroyed at a
distance of 3 m is 9m.

On profile 8 (Fig. 12) cavities were marked at distances of 2, 6, 8, 10, 12.5m, their deepening is 5 m.
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Fig. 13. Georadiolocation reverse profile-8R performed with a 150MHz georadar antenna. The profile length
is 16m. Parallel and separated from profile 8 by 0.8-1.5 m.
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Fig. 14. Georadiolocation reverse profile-8R performed with a 150MHz georadar antenna. The length of the
profile is 16 m. Parallel and separated from profile 8 by 0.8-1.5 m. Topographic representation.

Profile 8R (Fig. 13) revealed radio features of cavity-type objects at distances of 2.5, 3, 6, 12, 13, 15m,
the maximum depth is 4m.

Fig. 14 shows profile 8R with topographic content, marked with radio images of cavities.

Profile 8 and profile 8R revealed the geological structure, the boundary between geological layers was
distinguished, on which there may be a radio feature of an anthropogenic object, e.g. a watercourse or other
cylindrical object with a width of 1-1.5m.

Prof-8 and Prof-8R have identified a continuous anomalous structure, a boundary between geological
layers, on which a radio image of a man-made object can be located, for example: a foundation, tunnel,
culvert or other massive cylindrical object located above the foundation and with a width of 1-1.5m. The
presence of a geological object cannot be ruled out.

Conclusion

The study area is loaded with objects containing cavities of many shapes and contents, marked with
white lines. The continentality of the soil is disturbed by multiple cavities. Their depth ranges from 0.5 m to
5 m and their length is 1-5 m.

Prof-8 and Prof-8R A geological structure has been identified, a boundary between geological layers has
been identified, on which a radio image of a man-made object can be placed, for example: a foundation,
tunnel, culvert or other cylindrical object located above the foundation and with a width of 1-1.5 m. The
presence of a geological object is not excluded.

From an archaeological-geological point of view, the study requires further continuation of detailed
archaeogeoradiolocation works.
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15JoMMZ9WML YOO MOOEOLOL GOHNIHMO, OLEAMMOMWHE dZIWO S SMJJMNEMYOOS©
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©H39M30000  5OJJMYINMIOOMEMIS30MM0  Foboslfo®o 33wg3s.  96MJIMRIMMSPOMEMISF0IOO
39903309306 {obsbfo  Imbodbmwo  BHIMoGHMMos  domzscolfjobgdmo  ogm  Lsddgbgdarm
3996030l M39M0MIdOL  sEYOMsE. Bsddgbgdwrm  3HMEgLOL  F0dEOBIMYMOOLLL  Fglsdergdgero
d90dgds  ymxzgowoygm  Omam®i  dofjoldzgds  LogsMogugadol  89gRe©  IMs35wwEHMbosBo
L5dd9gbgdem  BH9dbo3zol IBosBYds s MPYJMMO FgdmbgzgzgdolL  godmf)zgzs, db9g3g gloderm
569 ma0O0 dgagdol 2565y ENds.

5MJ9MQIMMOEOMEWM3S30M3s 3309350 godmogarobs Moo LogsMgargdo,  dglbodgrm
5M49Mema0mMo dgagdol sOLlYdMdOL odbgdo, dMmobobs Fsmo WM 3Is309d0L 35O EHOMYdS.
56J9MagMM5@OMEM3530M0  bdMdsmgdo  FgbOHMEEs  gmOmsEse Zond 12e, dmbs3gdgdo
900360005, 59135305 s 063gM3MYGH0M®S 3OrMYMTo MbBOWb3zgwymgoo - Prizm 2.6.
59m3960L dobsbl fo6dmop9bos 390M5QO0MEM3S304IM0 33Q93 dofjoldzgds

b mg39H9003060)0 2obersggdol LoEsMH0YEgms Fodmlagurgbs.
50dmBbs, MMI Ls330930 BIOOMBO IGHIZOMMNWYI0s FMO35¢0 FMEMIOLS s JobssMLOL Lo®mYOL
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IIpeaBapurebHOe apxeoreopusnyeckoe uccaeJ0BaHue
CTPOMTEILHOM IUIOIIAAKHY B pailoHe uuraaeau Hapukana

. OqnaaBanse, T. Yeaunase, O. SIBoj1oBCcKkas
Pe3iome

B cBs3u ¢ mpoBeneHHEM CTPOUTENILHO-BOCCTAHOBHUTENBHBIX paboT Ha Tepputopun «Craporo TOummucmy,
OJTHOTO M3 MCTOPUYECKH APEBHUX M apXEOJOTHYECKH BAXHEUIINX MecT cTonuibl ['pysun ropoga ToOwmmcu,
BO3HHKIJIA HE0OXOJMMOCTb NPOBENCHHUS NpeABapUTENbHON PEKOTHOCIIMPOBOYHON
apxeoreopanuoIoKaOHHOMN ChEMKHU. [IpensapurensHo pasMedeHHas TEPPUTOPUS Ui
apxeoreopaanoIOKaIIMOHHON ChEMKHM TNpeJHa3Havyanach Uid pabOThl CTPOUTENBHON TEeXHUKH. B mpomecce
CTPOMTEILCTBA CYILECTBOBAJA BEPOSTHOCTh IOBPEKIEHHS MHOTOTOHHOW CTPOUTEIBHON TEXHUKH U
BO3HHKHOBCHHS aBapHil M3-3a MOA3EMHBIX ITYCTOT, & TaKK€ YHHUYTOXKEHHUsS] BO3MOXHBIX apXEOJOIMYECKHUX
MIaMSATHUKOB.

ApxeoreopaHoIOKallMOHHOE HCCIIeI0BaHUE BBIBUIIO PsAJ] MyCTOT, MPU3HAKOB CYIIIECTBOBAHUS BO3MOYKHBIX
apXeoJIOTHUECKUX TMAaMATHUKOB, a TaK)K€ HAHECIO Ha KapTy UX MECTOIOJIOKEHHE. ApXEOoIornyeckue
reopazapHble padOTHl BBINONHSIMCH C HCIONB30BaHHMEM reopamapa «Zond 12e». COop, obpaboTka u
MHTEPIPETaIus TaHHBIX OCYIIECTBISIINCH C UCIIOIB30BAaHUEM IPOTPaMMHOTO obectiederns Prizm 2.6.
Henpto 3amanus ObUIO MPOBEACHUE TeOPAANOIOKAMOHHON CHEMKH JUISL BBISBJICHHUS MyCTOT B MOA3EMHOM
IIPUIIOBEPXHOCTHOM cTpykType. OKazanoch, 4TO HCCIeAyeMas 30Ha 3alojHeHa MOJBIMH IpEeIMETaMH
pa3zHooOpa3Hoii Qopmbl u conmepkaHus. KOHTHHEHTaIBHOCTH TOYBBI HApyIIeHa MHOTOYHCIEHHBIMA
noHmwkeHusIMu. Ux riryouna xonebnercst ot 0.5 10 5 M, a jyimHa — ot 1 10 5 M.

BoisiBaeHa rpaHMna MeXAy TeOJOrMUECKMMH CIIOSMH, Ha KOTOpPOM MOXKET pacrosiaratbCs paauo
n300paKeHUEe HCKYCCTBEHHOrO0 00beKTa, Hampumep: (QyHIaMEHTa, TOHHENIS, BOAOIPOIYCKHOM TpyObl MM
JpYroro MIIHHIPUIECKOTO 00BEKTa, PACIOI0KEHHOTro Bhille (GyHIameHTa u mmpuHoi 1-1.5 m. Hamuune
[€0JIOTHUECKOTO 0OBEKTA UCKIIOUUTD HEJb3S.

C apxeoJ1oro-reosorHuecKor TOUKH 3peHHS UCCIIel0BaHue TPeOyeT NalbHEHIIEero IPOAOIIKEHUS AeTAIbHBIX
apxeoreopanoIOKaIIMOHHBIX PadoT.

KiioueBble cjioBa: apxeorcopaanoIoKalilMOHHbIC pa6OTBI, reopagap, paauo O6p33, pagaporpamma.
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ABSTRACT

The baytap08 program Is used to study the phase shift of the water level relative to gravity in wells in Georgia. In the
extreme east of Georgia (Lagodekhi) and in the west (Kobuleti, Black Sea), the phase shift is <0 (from -25° to -60°). In
the central part of the country, the phase shift is > 0: Marneuli (center, south) about 0°; Nakalakevi (center, south, west
of Marneuli) from +0.8° to +1.6°; Gori (center) +10°; Oni (center, northwest of Gori) from +15° to +26°. Note that
among the specified wells, those with a positive phase shift turned out to be sensitive to remote earthquakes.

Key words: phase shift, tidal, water level, Georgia
Introduction

The water level (WL) in the well reacts to gravity force (GF) variation, especially the Z-component. The
phase shift between WL and GF can have positive and negative values. If the phase shift value is >0, then the
water is ahead of gravity; if the phase shift value is <0, then the water is behind it. Usually, the delay is observed
for confined water layers. An advance is typical for shallow unconfined layers.

Results

Using long-term observations, the phase shift between the water level and gravity was calculated for
different wells in Georgia (Fig.1). The phase shift was calculated using the baytap08 program. Baytap08 is a
modification of the baytap-G program (suggested by D.C. Agnew), developed by M. Ishiguro, Y. Tamura, T.
Sato and M. Ooe [1].
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Fig.1. Boreholes in Georgia.
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The baytap08 program allows one to estimate the impact of different gravity oscillations, including M,
and Os. Recall that M is a semi-diurnal lunar wave and O is the principal lunar declination. For M, the period
length is 12.42 hours, and speed is 28.98550725 degrees/hour. For O4, the period length is 25.82 hours, and
speed is 13.94268009 degrees/hour.

The initial data in the baytap08 program are: water level in the well, atmospheric values, well coordinates
and height. The data frequency is 1 hour.

Phase shift can be converted to a delay or advance in hours using the formula:

Time Shift=Phase Shift/Speed,

where phase shift is measured in degrees and speed in degrees/hour.

Table. Phase shift of water level in wells of Georgia

Name Time Phase shift, degrees, M2 | Phase shift, degrees, O1

Lagodekhi 2012: -46.343 -23.746

2013: -45.102 -26.147

41.839N, 46.282E 2014: -47.171 -29.938

H=538; Depth=800 2018: -55.612 -35.736

2019: -61.940 -41.673

2020: -62.940 -42.013

2022: -65.318 -42.013

2023: -50.638 -26.443

2024: -57.227 -35.832

2025: -57.981 -39.171

Marneuli 2020, 1 Jan —1 Jul 3.089 2.051
2021, 1 Jan—1 Apr 3.662 2.373

41.436N, 44.755E 1 Apr—1Jul 2.946 1.899
H=382;Depth=3505 2022, 1 Apr—1 Jul 0.488 1.380
1Jul -1 Oct 0.780 0.018

1 Oct — 31 Dec 0.131 -0.011

Turkey, Feb 2023, 2023, 1 Jan—1 Apr -0.430 0.093
earthquake M=7.8 1 Apr—1Jul 1.641 0.485
1Jul -1 Oct -0.681 2.077

2024, 1 Jan — 1 Apr 0.443 0.770

1 Apr—1Jul -0.145 -0.055

1Jul -1 Oct -0.995 -0.430

1 Oct — 31 Dec -1.269 0.063

2025, 1 Jan — 1 Apr -0.117 -0.759

Kobuleti 2019, 1 Jan —1 Oct -28.157 -1.358

2020, 1 Jan -1 Apr -27.096 -10.276

41.802N, 41.772E 1 Apr—1Jul -26.347 -2.377
H=12; Depth=2000 1 Jul —1 Oct -28.837 2.382
1 Oct -31 Dec -29.004 -4.637

2020, all year -27.613 -3.220

2021, 1 Jan -1 Apr -28.164 -3.808

2025, 1 Jan — 1 May -28.052 -6.143

Nakalakevi 2019, 1 Jan -1 Aug 1.613 4,630
41.424N, 43.317E 2023, 1 Jun -15 Nov 0.868 6.114
H=1175;Depth=600 2024, 15 Feb — 31 Dec 0.859 5.469
2025, 1 Jan — 1 May 1.052 6.726

Gori 2018, 1 Apr —29 Sep 9.327 11.034
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Name Time Phase shift, degrees, M2 | Phase shift, degrees, O1
41.862N, 43.9536E 2021, all year 7.354 5.926
H=1103; D=1500 2025, 9 Mar- 4 May 10.74 1.188
Oni 2020, 1 Jan — 1 Apr 62.043 -33.075
1 Apr—1Jul 15.627 18.318
42.573N, 43.437E 1Jul -1 Oct 23.597 34.922
H=798; Depth=255 1 Oct — 31 Dec 26.317 -6.333
2020, all year 22.313 0.71
2021,1 Jan—1 Apr 24.726 17.619
1 Apr—1Jul 17.661 19.188
1 Oct — 31 Dec 20.342 49.512
2022, 1 Jan — 30 Apr 18.796 9.393
atmos not used -> 2023, 1 Jan—1 Apr 3.404 113.663
Ajameti 2011, 15 May — 1 Oct -16.648 -8.755
42.187N, 42.791E 2012, 5 May — 25 Oct -20.782 -9.944
H=102;Depth=1339 2024, 15 Sep — 1 Nov -17.98 -7.314
Conclusions

A significant delay of WL relative to GF is observed for Lagodekhi and Kobuleti (¢<0). For Marneuli,
the phase shift is approximately 0, with a transition from positive to negative values of the shift. For
Nakalakevi, Gori, Oni stations, the phase shift is >0, i.e. water is ahead of gravity.

It may be a coincidence, but at the same time Nakalakevi, Gori, Oni have the property of responding to
distant earthquakes. The most sensitive is the Oni well, which has the largest positive phase shift value.

It should be noted that the search for sensitive wells remains a pressing task.

The peculiarity of calculations using the baytap08 program is the duration of the initial data — several
months and the frequency of the survey is 1 hour. The result is a single number characterizing the phase shift
over an interval of several months.

For a more rapid assessment of the phase shift, another method can be used: the ellipse method. In this
case, the amount of data for one day with a polling period of 1 minute may be sufficient to obtain one value of
the phase shift [2].
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ABSTRACT

Spatial distribution and time change of PM2.5 particles dissipated in the atmosphere as a result of motor
transport traffic in Kutaisi city has been studied using computer modeling. This modeling has been made
through combined integration of equations of time evolution of meso-scale atmospheric processes and
admixtures’ transfer-diffusion, using the relevant initial and boundary conditions. Such meteorological
situation has been considered, during which wind velocity in surface layer of the atmosphere equal to 0, while
there is background eastern wind in the free atmosphere. Atmospheric pollution is caused by microparticles
dissipated in the air during motor transport traffic. The wind fields formed in boundary layer of the atmosphere
resulting from interaction of terrain and background flows in winter and fields of concentrations of
microparticles transferred by wind and dissipated in the air at different heights from the earth ground have
been plotted using numerical modeling data. Areas of relatively severe and mild contamination have been
determined, peculiarities of vertical distribution of concentrations have been analyzed. It has been showed
that the shapes of vertical distribution of concentrations in surface layer of the atmosphere are similar of
temperature distributions in to dry thermals.

Key words: PM2.5, microparticles, concentration field, atmosphere, numerical modeling, calm.

Introduction

It has been showed by numerous studies that solid and liquid microparticles — PM2.5 and PM10, which hit
the atmosphere as a result of emissions from industrial facilities, agricultural activities and motor transport
operation are ranked among atmosphere polluting substances with high risk-factor extremely hazardous for
health [1-5]. Due to very small sizes (diameters are < 2.5 pand <10 p) they easily penetrate human organism,
cause various illnesses and frequently even a death [6-7]. The ecological problems caused with atmospheric
pollution with PM has been thoroughly studied in the fundamental work [8].

As a result of practical air-protecting measures carried out in the XXI century, number of microparticles
emitted in the air has been significantly decreased. As a consequence, PM2.5 concentrations have been reduced
in the air and atmosphere purity degree has been improved. Though, the air contamination level in number of
large and small cities still exceeds the European Union standards [9-14].

Kutaisi, the second largest city of Georgia, with 147 thousand habitants is ranked among the small cities.
Despite the small size it has a great international medicinal-health promoting and touristic importance. Resort
Tskaltubo, historical monuments: Gelati monastery complex — a monument of UNESCO cultural heritage,
Bagrati Cathedral, Palace of Geguti, Martvili and Motsameta monasteries, touristic attractions — Sataplia and
Prometheus caves, Kinchkhi, Martvili, Balda canyons etc. are located in the city suburbs. Hundreds of
thousands of people visit it every year. Based on this fact, study and assessment of environmental state,
diagnostic forecast of pollution level, maintenance of high degree of air purity have of paramount ecologic
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importance. It should be noted that a monitoring carried out in two air quality observation points existing as
of today is unable to estimate real picture air of purity in the city.

In order to cope with the above-mentioned problem, the pattern of propagation and time change of PM2.5
particles generated by the motor transport and emitted in the air in Kutaisi city and at the adjacent territories
has been simulated and analyzed in the presented article by means of field measurements and computer
modeling of admixture propagation in the atmosphere.

Research method

Propagation of dust and PM microparticles discharged by the motor transport to the air of Georgian
cities has been numerically simulated through combined integration of 3D equations of meso-scale
atmospheric processes and equation of a passive polluting admixture propagation in Caucasus [15-
24].

Numerical modeling results

PM2.5 propagation has been modeled in 13.4x13.4x9 km? space domain of complex terrain (Fig. 1), with
city of Kutaisi located in its center. Orography height of the modeling area varies from 80 to 400 m. Numerical
modeling of the mathematical model equations [17, 18] has been made using relevant initial and boundary
conditions. Numerical grid steps in horizontal direction equal to 200 m, while in vertical direction in the free
atmosphere — 300 m. Vertical steps in 100 m thick surface layer of the atmosphere vary from 0.3 to 15 m.
Time step is 1 sec. Calculations have been made for 3-day period.

Fig. 1. Administrative units and urban development scheme of city of Kutaisi.

A case of Kutaisi atmosphere pollution with PM2.5 in December has been modeled. There is a calm at 100
m height in surface layer of the atmosphere — background wind velocity is 0 m/sec. There is an eastern wind
above the surface layer and its velocity linearly increases with height and reaches 21 m/sec at 9 km height.
Atmospheric relative humidity equals to 50%.

It has been obtained via calculations that microaerosol pollution of atmospheric air occurs due to motor
transport traffic from underlying surface at 0.3 m height. PM2.5 particles are emitted in the atmosphere at 5
types of areas: at highways, city central streets, residential, industrial zones, and unpopulated territories of
surrounding villages. Emission rate is periodical with 24-hour period and proportional to motor transport traffic
intensity. Emission rate is maximum and constant in time interval from 10 to 18 h, minimal in the interval of
0-4 h, linearly increases from 4 to 10 h, linearly decreases within time period from 18 to 24 h and by 0 h
becomes equal to existing emission rate. Maximum emission rate is 12.5 pg/s.

Fig. 2 shows graphs of PM2.5 concentration time change obtained via calculations for 5 basic types of
pollution points. It is seen from Fig. 2 that time change of concentration is similar for all types of observation
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points and is featured by 2 intervals of large values and 2 ones of small values. Large concentration values are
obtained approximately within time intervals from 11 to 13 h and 16 to 19 h, while small ones — in the intervals
from 0 to 5 h and from 13 to 16 h. It should be noted that time change of concentrations in case of identical
meteorological and contamination pollutions is qualitatively similar and quantitatively different for summer
[18] and winter seasons (Fig. 2).
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Fig. 2. Time change of PM2.5 concentrations obtained via calculations at highway (1), city central streets
(2), industrial (3), rural (4) zones and unpopulated points (5) at the 2m height from earth surface.

The difference lies in the period of high pollution onset. In summer [17], compared to winter, the maximal
pollution level is obtained approximately 2-3 hours earlier in the first half of the day, and 2-3 hours later in the
second half. The mentioned effect is associated with time change of thermal stability of the atmosphere. In
summer, soil surface and adjacent surface layer of the atmosphere are rapidly cooled early in the morning, so
vertical temperature gradient y =0T /0z (T is temperature, z — vertical coordinate) is reduced, while thermal

stability coefficient S=vy, —y (y,- dry adiabatic gradient) is increased respectively. As a consequence,

ground-level air layer becomes more dynamically stable and less turbulized. Reduction of turbulence is
accompanied by intense accumulation of emitted aerosols in the lower part of the surface layer and rise of
pollution level. The similar process takes place in summer in the second half of the day, approx. within interval
of 19-20 h. Despite the fact that quantity of substances emitted in the atmosphere is identical in the same types
of points located in different parts of the city, their concentrations in these points obtained via calculation differ
from each other (Fig. 3). In the lower part of surface layer, it equals to 2-10 mkg/m? at highways and industrial
zones of the city, while at unpopulated rural territories it is 0.2—4 mkg/m®. The similar dependence is obtained
for other types of observation points as well.
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Fig. 3. Time change of PM2.5 concentration in the eastern, western, northern and southern parts of the city, in
four points located at highway, at 2 m height from earth surface
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Vertical distribution of concentration differs from each other in different types of points. Concentration
value is maximal at the highway and in the vicinity of city central streets in the close proximity to surface layer
of the atmosphere and hyperbolically reduces with height increase (Fig. 4). In this case, concentration value in
the close proximity to the surface layer varies within 13-48ug/m?, while at 100 m height — within 0.1-7 pg/m?.
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Fig. 4. Vertical distribution of PM2.5 concentration (ug/m®) in points located at the highway in surface layer
of the atmosphere, whent =0, 3, 6,..., 24 h. (N is a number of vertical numerical grid)

In points placed at the territory of industrial area, vertical distribution of concentration is of parabolic shape
(Fig. 5). Its vertex is located at N = 4-6 levels (at 5-15 m height from earth surface), while branches are down-
directed. Concentration maximum values in these points vary within 4-20 pg/m*. At 100 m height
concentrations approximately equal to 1-7 pg/m®.
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Fig. 5. Vertical distribution of PM2.5 concentration (ug/m°) in points located at the territory of industrial
purpose in surface layer of the atmosphere, whent =0, 3, 6,..., 24 h. (N is a number of vertical numerical

grid)

As for observation points placed at the territory of agricultural purpose, the concentration here is small at
2 m height, then increases with height and reaches maximum values at 10-15 m heights (N = 5-6). At high
altitudes, small decrease of concentration is obtained. At 100 m height, concentration value is minimal, when
t = Oh, and maximal when t = 18 and 21h. By t = 24h, concentration value at 100 m height is approx 4 pg/mq.
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Fig. 6. Vertical distribution of PM2.5 concentration (ug/m°) in points located at the territory of agricultural
purpose in surface layer of the atmosphere, whent =0, 3, 6,..., 24 h. (N is a number of vertical numerical

grid)

t=0h; z=100m

0.01

0.05

=
=
PRSI e ~
sof Y- NN
/ Y
‘o 4
o)’ NN
X AR
i N =
s0p” 2 v AN
T AR
0.5 200 « ¢ '\\;; 2
L
i T
1087 2 ¢ r 1
B 2t t
)

10 20 30 40 50 60
01 1 2 3 5 01 02 03
t=6h; z=100 m t=6h; z=600m
———— - I I
o] EESENEDIDIDEDEDEPEDEPEE S S U A N
PSSR NS NGNS N N
,,,/.—.—._‘__‘_Kkg\\\\\\;
A T
50:‘:1’ NN RN AT
x NN
NN
1 4017 44 NN A RANAT
-y AR ARRA
E NRAANAR 3
3017 44 NN ARARAT
o N AA AR
E o L T L S WY 2
0.52017 7 £ Ny LR R RAT
s PRSI R
. % LI B S T
I e S aart b ArEL
I R PR
L ey 22 B N T e e m
10 20 30 40 50 60
T T
01 2 5 10 15 20 25 61 1 2 3 5 0.1 03 05 0.7

Fig. 7. Distribution of PM2.5 concentration (ug/m?) and wind velocity (m/sec) fields at 2, 100 and 600 m
heights from earth ground, whent =0, 3 and 6 h.

In Fig. 7-9 there is shown spatial distribution of wind velocity and PM2.5 concentrations fields, obtained
via numerical modeling within 1 day. It is seen from the figures that in case of constant background eastern
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wind, interaction of terrain and underlying surface with background flow in free atmosphere generates quasi-
stationary cyclonic vortex of local scale. This vortex is formed in the center of southern part of the region. The
vortex is clearly manifested in 100 m thick surface sub-layer of the atmosphere and gradually weakens at
higher levels of boundary layer of the atmosphere.

PM2.5 concentration within interval of 0-3 h, at 2 m height in surface layer of the atmosphere exceeds 0.1
pg/m? in the major part of area (Fig. 7). Concentration values at urbanized territories of the city and in the
vicinity of motoring highways vary within 2-10 pg/m®. At small territories of Dzelkviani and Vake
administrative units (AU), concentrations reach 10-14 ug/m®. From t = 3h concentration begins to increase at
the substantial areas of the city center. By t = 6h concentration value in the central areas of the city and in the
vicinity of highways is 10-15 pg/m®, and even exceeds these figures in some observation points. At 100 m
height from earth surface, concentration of polluting microaerosols propagated to the south-eastern part of the
modeling area mainly varies within interval of 1-5 ug/m®. At higher levels (600 m), concentration doesn’t
exceed 1 pg/md.
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Fig. 8. Distribution of PM2.5 concentration (ug/m®) and wind velocity (m/sec) fields at 2, 100 and 600 m
heights from earth ground, when t =9, 12 and 15 h.

After 6 AM, ground-level concentrations of PM2.5 begin to increase with motor traffic intensity.
Concentration build-up is especially high at the central avenues passing through the territory of Avtokarkhana,
Gamarjveba, Sulkhan-Saba, City-Museum and Sapichkhia AUs (Fig. 8). Concentration values at the
mentioned territories at 2 m height from the earth surface reach 25-30 pg/m®. At their adjacent territories,
concentrations gradually decrease with distance from the emission source and become equal 10-20 ug/m?® first,
and afterwards, 1-5 ug/m? at larger distances.

Intense air pollution takes place in the upper parts of surface layer of the atmosphere. Convective and
vertical diffusive motions take place here, due to which concentration synchronically increases with ground-
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level concentration. As a result, by 9AM, concentration value at the upper limit of surface layer of the
atmosphere (100 m) equals to 3-10 ug/m? at quite large territory.

After 9AM, especially within interval of 9-15 h, vertical turbulent diffusion and convective transfer are
strengthened and, as a consequence, maximum concentration of microaerosols reduces to 10-15  ug/m® at
urbanized territories of the city. At 100 and 600 m heights, pollution level reduces, as well — to 2-5 and 2-3
ng/m?, respectively.

After 3PM, intensive build-up of concentration begins in the eastern and western parts of the central district
of the city: at the territories of City-Museum, Kakhianouri, Gamarjveba, Sulkhan-Saba and Nikea AUs (Fig.
5). Concentration build-up is associated with thermal stability increase. At large territories of the central parts
of the city concentration values are 25-35, while in populated and industrial areas of suburbs — 10-25 pg/m®.
High values of concentration are not maintained over a long period of time. It starts to intensively decrease
from t = 20h and this process lasts until 3AM. The mentioned decrease is caused by quantity reduction of
emitted microaerosols caused by vehicle traffic intensity.
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Fig. 9. Distribution of PM2.5 concentration (ug/m?) and wind velocity (m/sec) fields at 2, 100 and 600 m
heights from earth ground, when t = 18, 21 and 24 h.

Conclusion

Features of spatial distribution and time change of PM2.5 particles formed by motor transport at the territory
of Kutaisi in winter during ground-level background calm and western wind in the free atmosphere has been
studied. It has been obtained via calculations that in winter season, interaction of regional terrain with
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background western wind generates meso-scale cyclonic vortex of wind velocity. Formed dynamic and
thermobaric fields have an influence on spatial distribution of aerosols emitted in the atmosphere due to motor
transport traffic. Patterns of spatial distribution of PM2.5 concentration has been obtained resulting from
modeling, time behavior of concentrations has been established both in surface and boundary layers of the
atmosphere. It has been shown that vertical distribution and time change of concentration depends on both
aerosol emission rate and motor transport traffic intensity, as well as on kinematics of surface layer of the
atmosphere and local circulation system formed due to diurnal variation of thermal regime on the underlying
surface. High and average pollution levels in the city and at adjacent territories and change in their position
within a day have been established.

Acknowledgements. The scientific research has been funded and performed with financial support of the
Shota Rustaveli National Science Foundation within the grant project FR-22-4765.

References

[1] Pope C.A., Burnett R.T., Thun M.J., Calle E.E., Krewski D. et al. Lung cancer, cardiopulmonary mortality,
and long-term exposure to fine particulate air pollution. J. Am. Med. Assoc., 287, 2022, pp. 1132-1141.
[2] World Health Organization. Regional Office for Europe. Review of evidence on health aspects of air—

REVIHAAP Project. First result, 2022. https://media.xpair.com » pdf » REVIHAAP

[3] Mortality and burden of disease from ambient air  pollution-WHO,  2020.
https://www.who.int/gho/phe/outdoor_air_pollution/burden/en/

[4] World's most polluted cities (historical data 2017-2022). https://www.igair.com/world-most-polluted-
cities.

[5] Agrawal G., Mohan D., Rahman H. Ambient air pollution in selected small cities in India: observed trends
and future challenges. IATSS Research, 45(1), 2021, pp. 19-30. https://doi.org/10.1016/j.iatssr.2021.03.004

[6] Kobza J., Geremek M., Dul L. Characteristics of air quality and sources affecting high levels of PM10and
PM2.5 in Poland in Upper Silesia urban area Environmental Monitoring and Assessment 190, 515, 2018.

[7] Integrated Science forParticulate Matter. EPA. United States Environmental Protector Agency, 2019, p.
1967. EPA/600/R-19/188. www.epa.gov.isa.

[8] Hong H., Choi H., Jeon H., Kim Y., Jae-Bum Leg, Park C.H., Kim H.S. An air pollutants prediction method
integrating numerical models and artificial intelligence models targeting the area around Busan port in
Korea. 1462, Atmosphere, 13(9), 1462, 2022. https://doi.org/10.3390/atmos13091462.

[9] Udristioiu M., Mghouchi Y., Yildizhan H. Prediction, modelling, and forecasting of PM and AQI using
hybrid machine learning. Journal of  Cleaner  Production, Vol. 421, 2023.
https://doi.org/10.1016/j.jclepro.2023.138496Get rights and content.

[10] Draper E., Whyatt J., Taylor R., Metcalfe S. Estimating background concentrations of PM2.5 for urban
air quality modelling in a data poor environment. Atmospheric Environment, Vol. 314, 120107, 2023.
https://doi.org/10.1016/j.atmosenv.2023.120107 Get rights and content.

[11] Chae S., ShinJ., Kwon S., Lee S., Kang S., Lee D. PM10 and PM2.5 real-time prediction models using
an interpolated convolutional neural network. Scientific Reports, vol. 11, 11952, 2021.
https://www.nature.com/articles/s41598-021-91253-9.

[12] Deters J., Zalakeviciute R., Gonzalez M., Rybarczyk Y. Modeling PM2.5 urban pollution using machine
learning and selected meteorological parameters. Machine intelligence in signal sensing. Processing and
Recognition, 2017.https://doi.org/10.1155/2017/5106045.

[13] World Health Organization. Regional office for Europe. Review of evidence on health aspects of air—
REVIHAAP Project. First result, 2022. https://media.xpair.com» pdf » REVIHAAP 7. Mortality and
burden of disease from ambient air pollution-WHO, 2020.
https://www.who.int/gho/phe/outdoor_air_pollution/burden/en/.

[14] Integrated science for particulate matter. EPA. United States Environmental Protector Agency, 2019, p.
1967. EPA/600/R-19/188. www.epa.gov.isa.

[15] Agrawal G., Mohan D., Rahman H. Ambient air pollution in selected small cities in India: observed trends
and future challenges. IATSS Research, 45, Iss. 1, 2021, pp. 19-30.
https://doi.org/10.1016/j.iatssr.2021.03.004.

47


https://doi.org/10.3390/atmos13091462
https://www.sciencedirect.com/journal/journal-of-cleaner-production
https://www.sciencedirect.com/journal/journal-of-cleaner-production/vol/421/suppl/C
https://doi.org/10.1016/j.jclepro.2023.138496
https://doi.org/10.1016/j.jclepro.2023.138496
https://www.sciencedirect.com/journal/atmospheric-environment
Vol.%20314
https://doi.org/10.1016/j.atmosenv.2023.120107
https://doi.org/10.1016/j.atmosenv.2023.120107
https://www.nature.com/articles/s41598-021-91253-9#auth-Sangwon-Chae-Aff1
https://www.nature.com/articles/s41598-021-91253-9#auth-Joonhyeok-Shin-Aff1
https://www.nature.com/articles/s41598-021-91253-9#auth-Sungjun-Kwon-Aff1
https://www.nature.com/articles/s41598-021-91253-9#auth-Sangmok-Lee-Aff1
https://www.nature.com/articles/s41598-021-91253-9#auth-Sungwon-Kang-Aff2
https://www.nature.com/articles/s41598-021-91253-9#auth-Donghyun-Lee-Aff1
https://www.nature.com/srep
https://www.nature.com/articles/s41598-021-91253-9
https://onlinelibrary.wiley.com/authored-by/Kleine+Deters/Jan
https://onlinelibrary.wiley.com/authored-by/Zalakeviciute/Rasa
https://onlinelibrary.wiley.com/authored-by/Gonzalez/Mario
https://onlinelibrary.wiley.com/authored-by/Rybarczyk/Yves
https://onlinelibrary.wiley.com/doi/toc/10.1155/1742.si.525421
https://onlinelibrary.wiley.com/doi/toc/10.1155/1742.si.525421
https://doi.org/10.1155/2017/5106045
https://www.who.int/gho/phe/outdoor_air_pollution/burden/en/
https://www.sciencedirect.com/journal/iatss-research
45,%20Iss.%201
https://doi.org/10.1016/j.iatssr.2021.03.004

[16] Kobza J., Geremek M., Dul L. Characteristics of air quality and sources affecting high levels of PM10
and PM2.5 in Poland. Upper Silesia urban area environmental monitoring and assessment, 190, Article
number: 515, 2018.

[17] Environmental pollution, 2021.https://air.gov.ge/reports_page

[18] World'smostpollutedcities (historicaldata 2017-2022). https://www.igair.com/world-most-polluted-
cities.

[19] Amiranashvili A.G., Kirkitadze D.D., Kekenadze E.N. Pandemic of coronavirus COVID - 19 and air
pollution in Thilisi in spring 2020. Journals of Georgian Geophysical Society, 23(1), 2020.
https://doi.org/10.48614/9gs2320202654.

[20] Gigauri N., Surmava A., Kukhalashvili V., Intskirveli L., Beglarashvili N. Investigation of the
distribution of PM2.5 and PM10 in the atmosphere of Kutaisi through experimental observations.
Collection of Scientific Refereed Works of the Institute of Hydrometeorology of the Tbilisi State
University, Vol. 135, 2024, pp. 82-87. Doi.org/10.36073/1512-0902-2024-135-82-87.

[21] Surmava A., Intskirveli L., Kordzakhia G. Numerical modeling of dust propagation in the atmosphere of
a city with complex terrain. The case of background eastern light air. Journal of Applied Mathematics and
Physics, 38.7, 2020, pp.1222-1228. https://doi.org/10.4236/jamp.2020.87092.

[22] Surmava A., Intskirveli L., Kukhalashvili V. Numerical Modeling of the transborder, regional and local
diffusion of the dust in Georgian Atmosphere. Publishing House, Technical University, Thilisi, Georgia.
ISBN 978-9941-28-810-4, 2021, 139 p. http//www.gtu.ge (in Georgian).

[23] Surmava A., Intskirveli L., Gigauri N. PM2.5 and PM10 microaerosols in the atmosphere of Tbilisi.
Thilisi, Publishing House of the Institute of Hydrometeorology, 2021, 94 p.

[24] Gigauri N., Intskirveli L., Surmava A., Kukhalashvili V. The results of Kutaisi city atmospheric air
pollution with PM particles. Bulletin of the Georgian National Academy of Sciences, vol. 18, no. 3, 2024,
pp. 90-96.

J- moo0lobls 5@GHAmbggdvyemo 35900l PM2.5 -bsfjoans3gdom
©38063M9d0L HOEb3mMo 3rMEYEPMgds Bsdms®To dofjoldoMs
930gols s 0530LvG3s 5EIMRIOMI0 BMbMMO S0BMs3Egmol
Jomol oGms

5. bM3939, 6. 20g9MM0, 3. 3Mbsesdzomo, . 0bfjzoMzgwo,
. 3396@fomgero

M9Bomdg

03Eb30000 IMEIX0MHIO00) 458M3ZEGI0S J. JIMS0LOL BHIMOEHMM0sDY 593G MEHMBL3MEME 0L
dog6  Homdmgdbogro PM2.5-0b Log®Ogmwo sbsfogdols s ©M™do (330w gdols
05305900905 Bsdms®To  dofioldoMms BmbMOHO FEHOEOL S MO30LYBIE 5EHIMbBIOMTO
©OL93WIMOL  JoMol  OML.  godmm3wgdom  JogdIMos, OHMI  HsdmMOlL  bybmbdo
99BM3sLIES00L Mga0mboll MHgEogRol  MOMOYOHMNJIgYds BMEMG ILOZWYMOL JoOrb
0o03mdmdl  dgBMAsLIFHIOOL Jool LoBJs®ol (303WMbME 3063MEsE0dL. BMOIOMYOMEO

0653037900 @5 gMIMdOMEo  39egd0  9b9bgb  goggbsl  9@IMLEgHdo
333MGHMBL3MOGHOL  IMdMOMdOL  F9OIRO©  POBOJ3gMo  H9BMMbBMEOoL bogMOEME

2396550 gd5%g. dmgwomgdol 999y domgdmewos PM2.5 — ol 3mb3gb@®Msgool Logmawwo
23965fogdol L0900, F9BLEBOZOWOs 3MB3EIBGHME09d0L MMTo (3300w gdoL bollosmo,
OMAmO3  5GIMLGgOH™L  dofoldo®ms ggbsdo  s1g3g LobyBzMMm g9gbsdo. bsBz9bgdos, M™AI
30639635300l 39MFGH0350MH0  gobsfowgds s MMIo (330w gds  ITMIOWIOIOS
OMAMO3  59OHMBMOol  2oxMd3930L  LoBJsM By @5 93GH™GHMBLIMOEGHOL  FMIMSMdOL
06@gblogmdsby, sg3g SGHIMLBIOML  dofoldots Bgboll  3069TsBH035Pg s  J3989bo
B9©s3060Dg MIOIMWO  MY70doL  EOIVSTNOO (330G BMOTOMIPIM  EOMISYE)
48


https://www.iqair.com/world-most-polluted-cities
https://www.iqair.com/world-most-polluted-cities
https://doi.org/10.48614/ggs2320202654
https://www.scirp.org/Journal/articles.aspx?searchcode=Aleksandre++Surmava&searchfield=authors&page=1
https://www.scirp.org/Journal/articles.aspx?searchcode=Liana++Intskirveli&searchfield=authors&page=1
https://www.scirp.org/Journal/articles.aspx?searchcode=George++Kordzakhia&searchfield=authors&page=1
https://www.scirp.org/Journal/journalarticles.aspx?journalid=2436
https://www.scirp.org/Journal/journalarticles.aspx?journalid=2436
https://doi.org/10.4236/jamp.2020.87092

3063306  LoLEGHYISBY. 2obLDBPYIOWMWOs Joewsdol s F0dEYdsg  EIMOEHMMH0gdBY
0505¢00 5 bYFMOEM Esd0BIMIOOL MHYYBO s 500 FEYOIMYIMDOL (33XP0WGdS EMIMSTOL
2963530 mds3do.

1533560 LBodyggdo: PM2.5, 3o3mm bsfowszgdo, 3mbEgbdeosool 39wo, s&dmbggmm,
6H0oEb30m0 IMEIW0M9gds, dE0wo.

YuciaenHoe MoaeJIMPOBaHUE 3arpsA3HEHUA aTMOCc(epHOro Bo3ayxa I.
Kyrauncu yactunamu PM2.5 B 3uMHMH NIepUOJ IPH IITHJIE HA CyLIE U
(p)oHOBOM BOCTOYHOM BeTpe B CBOOOAHOM aTMoc(epe

A. Cypmasa, H. I'nraypu, B. Kyxanamsuiu, JI. Uaukupsean, JI. I'sepanuresnn

Pe3rome

C nomoup0 YHMCIEHHOTO MOJENUpPOBaHUS Ha Tepputopun I. KyTamcu wuccinenoBaHbl 0COOEHHOCTH
MIPOCTPAHCTBEHHOTO PACIIPENEICHNS U BPEMEHHBIX H3MEHEeHNH MuKkpodactull PM2.5, reneprupyeMbIx 3UMOMA
aBTOTPAHCIIOPTOM B paifoHe ropoaa BO BpeMsl IPH3EMHOro ()OHOBOTO IITHJS M 3alaJHBIX BETPOB B
cBoOomHO armocdepe. Pacuersl mokazanmu, YTO B 3UMHHMHA CE30H B3auMoJeiicTBue penbeda
Me30MacIITabHOro peruoHa ¢ (DOHOBBIM 3amaJHbIM BeTpOM (HOPMHUPYET LUKIOHHYECKYIO LHUPKYJIILUIO
Me30oMacITabHbIX CKOpocTel BeTpa. PopMupyIorecs IMHAMIYECKre U TEPMOOapUIECKIE OIS OKa3bIBAIOT
BJIMSIHUE HA MIPOCTPAHCTBEHHOE paciipeesieHne a3po30iei, BEIOpachkiBaeéMBIX B aTMoc(hepy TPaHCIIOPTHBIMU
cpeacTBaMu. B pesynbraTe MomenMpoBaHHs NOJIy4eHBI rpaduueckue H300pa’keHHs MPOCTPAHCTBEHHOTO
pacmpenencHus KOHIeHTpanuit PM2.5, a Takke onpeelieH XapakTep N3MEHEHUS KOHIICHTPAINA BO BPEMCHH
Kak B TpPU3EMHOM cJlioe arMmocepbl, Tak M B MOrpaHUYHOM ciioe. [lokazaHO, YTO BepTHKAILHOE
pacnpezeneHe KOHIEHTPAluHU U €€ N3MEHEHHE BO BPEMEHH 3aBUCAT KaK OT CKOPOCTH pacCeBaHUs a3po30Jid,
TaKk U OT MHTEHCUBHOCTH JIOPO’KHOTO JIBMKEHHA, a TaK)K€ OT KHHEMATUKH MPHU3EMHOTO cJiosi aTMoc(hepsl 1
MECTHOW HHPKYJSIIMOHHOW CHUCTEMBI, (POPMHUPYEMOH CYTOYHBIMH H3MEHEHUSMH TEPMHUYECKOTO PEKHMA.
OnpeneneHsl BEICOKHE U CPETHUE YPOBHU 3arpsA3HEHUS B TOPOJE U MPUJIETAIOLINX TEPPUTOPHSX, a TAKKE UX
U3MEHEHHUE B TEUEHHE CYTOK.

KioueBble ciioBa: PM25, MHUKPOYACTHUILIbI, ITOJIC KOHIICHTPAILIUH, aTMOC(I)Cpa, YHCJIICHHOC MOACINPOBAHUC,
IITHJIb.
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ABSTRACT

The article presents the results of statistical analysis of data from 62 meteorological stations of Georgia located in the
territories of 59 municipalities (11 regions) of Georgia with dangerous landslide zones on semi-annual and annual sum
of atmospheric precipitation. The observation period is from 2015 to 2024. In particular, empirical (map) and calculated
model of distribution of annual sum of atmospheric precipitation averaged over the territories of municipalities were
obtained; the relationships of semi-annual and annual sum of atmospheric precipitation averaged over the territories of
municipalities and regions with the altitude and longitude of the area, etc. were studied. In the future, it is planned to use
the results of this work for a more detailed study of the relationship between precipitation and the activation of landslide
processes on a climatic time scale.

Key words: atmospheric precipitations, correlation and regression analysis, natural catastrophe, landslides.
Introduction

Atmospheric precipitation, as one of the most important climate-forming factors, has long been the
subject of research in various countries of the world [1-13], including Georgia [14-17]. Considering that the
territory of Georgia is known for its diversity of climatic zones, increased attention is paid to the study of the
variability of the precipitation regime here, especially against the background of observed and expected
changes in the global climate [18].

For example, a large number of studies have been conducted on the climatology of annual, seasonal,
monthly and daily precipitation amounts [19-24]; the role of precipitation in the formation of bioclimatic
conditions of territories [25,26]; the influence of precipitation deficit and excess on the provocation of droughts
[27-29], floods [30,31], landslides, mudflows [32], other negative phenomena [33,34], etc. The
representativeness of the data of meteorological stations of Georgia on the annual, semi-annual and monthly
amount of atmospheric precipitation around these stations was studied [35,36]. The study of the relationships
between ground-based and satellite data on atmospheric precipitation has begun [37-40]. In recent years, an
analysis of the applicability of various precipitation forecasting models [41,42], as well as the use of an
integrated hybrid approach to forecasting various events associated with natural disasters [43] has been carried
out.

In particular, as a result of the analysis of data from 39 meteorological stations of Georgia on atmospheric
precipitation from 1936 to 2015, it was established that, in general, for the year, the data of meteorological
stations on precipitation are representative around these stations at a distance of 19 km (Mta-Sabueti, Kobuleti)
to 46 km (Gori); in the cold period of the year - from 13 km (Mta-Sabueti) to 49 km (Zugdidi); in the warm
period of the year - from 20 km (Chokhatauri) to 43 km (Pasanauri); for monthly precipitation amounts - from
14 km (Akhalkalaki, January) to 90 km (Akhaltsikhe, October). The paper [38] presents information on the
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linear regression coefficients between satellite and ground-based data on annual and semi-annual precipitation
sum for 26 points in Georgia for 2001-2020.

It is known that the time scale of the influence of atmospheric precipitation on the provocation of various
natural disasters (including landslides and mudflows) has a wide range - from several tens of minutes to several
days, months and years (climatic time scale). A whole series of studies were carried out by us in [44-51].

For example, in [45] preliminary results of the study of the relationship between the variability of the
mean annual sum of atmospheric precipitation and landslide processes in Georgia for 32 years are presented.
In particular, it was found that with an increase in the annual sum of atmospheric precipitation, the tendency
of increase in the number of landslides is observed in accordance with a second power of polynomial.

Some results of statistical analysis of long-term variations of annual amount of atmospheric precipitation
for 21 meteorological stations of Georgia (P) located in areas with landslides, average annual amount of
precipitation for these stations (P,), relationship between the P, and number of re-activated and new cases of
landslides (LS), and the estimated values of LS up to 2045 using predictive data on P, are presented in [47].
Data from the Environmental Agency of Georgia on the P in period 1936 - 2020 and data on LS in period 1996
— 2018 are used.

The forecast of P, using the AAA version of the Exponential Smoothing (ETS) algorithm was carried
out.

In particular, the following results are obtained.

The correlations between the annual amounts of P at each of the meteorological stations with averaged
data for all 21 stations P, are established.

In 1981-2020, compared with 1936-1975, no significant variability of the mean P values is observed at
11 stations, an increase - at 6 stations, and a decrease - at 4 stations. The P, value do not change during the
indicated time periods.

The forecast of the P, value up to 2040 were estimated taking into account the periodicity of precipitation
variability, which is 11 years.

A cross-correlation analysis of the time series of the P, and LS values showed that the best correlation
between the indicated parameters is observed with a five-year advance of precipitation data. With this in mind,
a linear regression equation was obtained between the five-year moving average of the P, and the five-year
moving average of the LS values.

Using this equation and predictive P, data, five-year moving averages of re-activated and new landslides
cases up to 2045 were estimated.

The accumulation of new and systematization of existing information on various natural disasters in
Georgia (storm winds, floods, landslides, mudflows, hail, etc.) [52,53] allows for a more qualitative scientific
analysis of these events, as well as for clarifying the degree and scale of their impact on the environment [54-
59].

In particular, a series of geological bulletins [53] presents detailed data on precipitation patterns and
various geological processes (including landslides) for almost all municipalities of Georgia from 2015 to 2024.

This work is a continuation of previous studies related to the study of the relationship between
precipitation and the activation of landslide processes on a climatic time scale. Below is the first part of the
work, concerning the statistical analysis of data on annual and semi-annual precipitation amounts for 59
municipalities of Georgia for which there are data on landslides causing damage to the environment [53], from
2015 to 2024.

Study area, material and methods

Study area — 11 region of Georgia including 59 municipalities with registered landslide hazard zones:
Autonomous Republic of Adjara (Keda, Khelvachauri, Khulo, Kobuleti, Shuakhevi), Guria (Chokhatauri,
Lanchkhuti, Ozurgeti), Imereti (Baghdati, Chiatura, Kharagauli, Khoni, Kutaisi, Sachkhere, Samtredia,
Terjola, Tkibuli, Tskaltubo, Vani, Zestaphoni), Kakheti (Akhmeta, Dedoplistskaro, Gurjaani, Kvareli,
Lagodekhi, Sagarejo, Signagi, Telavi), Kvemo Kartli (Bolnisi, Dmanisi, Gardabani, Marneuli,
Tetritskaro, Tsalka), Mtskheta-Mtianeti (Dusheti, Kazbegi, Mtskheta, Tianeti), Samegrelo-Zemo Svaneti
(Chkhorotsku, Khobi, Martvili, Mestia, Senaki, Tsalenjikha, Zugdidi), Racha-Lechkhumi and Kvemo Svaneti
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(Ambrolauri, Lentekhi, Oni, Tsageri), Samtskhe-Javakheti (Adigeni, Akhalkalaki, Akhaltsikhe, Aspindza,
Borjomi), Shida Kartli (Gori, Kareli, Kaspi, Khashuri), Thilisi.

The data of Department of Geology at Georgian National Environmental Agency about monthly sum of

atmospheric precipitations for 62 meteorological stations are used [53]. Period of observation: 2015-2024 (10
years). Locations of meteorological stations in Fig. 1 is presented.
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Fig. 1. Locations of meteorological stations.

Precipitation data from missing weather stations for some municipalities were compensated by data
from the nearest weather stations, taking into account their representativeness [35].

In the proposed work the analysis of data is carried out with the use of the standard statistical analysis
methods [60].

The following designations will be used below: Max - maximal values; Min - minimal values; Mean -
average values; St Dev - standard deviation; R — coefficient of determination; R — coefficient of linear
correlation; R' - correlation index for nonlinear regression; a - the level of significance; Lat - north latitude,
°N; Lon - east longitude, °E; H — altitude above sea level, m; P — precipitation, mm; Pcoq — SUm precipitation
in cold period from October to March; Pwam — SUM precipitation in warm period from April to September; Pyear
— annual sum of precipitation from January to December. In the text below, the dimensions of precipitation
(mm) are often omitted.

The degree of correlation was determined in accordance with [60]: very high correlation (0.9 <R < 1.0);
high correlation (0.7 <R <0.9); moderate correlation (0.5 <R <0.7); low correlation (0.3 <R<(.5); negligible
correlation (0 <R < 0.3).

Results and discussion

Results in Table 1-4 and Fig. 2-8 are presented.

In Table 1 statistical characteristics of semi-annual and annual sum of atmospheric precipitation by 59
municipalities of Georgia in 2015-2024 is presented.

As follows from Table 1 Pcoq Values change from 139 (Gardabani) to 1589 (Kobuleti), Pwam — from 236
(Marneuli) to 1072 (Kobuleti) and Pyear— from 383 (Gardabani) to 2662 (Kobuleti). In Fig. 2 as an example
distribution of mean annual sum of atmospheric precipitation by municipalities of Georgia in 2015-2024 is
presented.
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Table 1. Statistical characteristics of semi-annual and annual sum of atmospheric precipitation by
municipalities of Georgia in 2015-2024. Rmin = 0.25, o= 0.05

Variable Lat Lon H, m Cold Warm Year
Max 43.04 46.24 1747 1589 1072 2662
Min 41.36 41.67 7 139 236 383

Mean 42.01 43.50 556 569 523 1092
St Dev 0.39 1.30 439 397 200 577

Correlation Matrix

Lat 1 -0.39 -0.19 0.27 0.38 0.32

Lon -0.39 1 0.39 -0.79 -0.66 -0.77

H -0.19 0.39 1 -0.68 -0.56 -0.66
Cold 0.27 -0.79 -0.68 1 0.85 0.98
Warm 0.38 -0.66 -0.56 0.85 1 0.93

Year 0.32 -0.77 -0.66 0.98 0.93 1

There is a very high linear correlation between the values of Pyear, Pcold and Pwarm (Table 1, Fig. 3). The
degree of correlation between the values of Pwam and Peod is high. With increasing altitude in a linear
approximation, there is a tendency for the average semi-annual and annual precipitation to decrease (moderate
correlation). The values of the parameters under study in a linear approximation either do not depend (Pcold,
negligible correlation) or depend weakly (Pwarm and Pyear, low positive correlation) on the latitude of the area.
At the same time, there is a moderate negative correlation of Pwam and a high negative correlation of Pyear, and
Pcoig With the longitude of the area (decreasing to the east).

z _ o N
R 7 : %
u s {
s
N 7
(-3
”
. g B
3 o
Sokhumi e
he2d
-
L=
o
— 7
w
©
(=3
Batumi
Mean annual
precipitation in mm.
0 100 mim.
401 -800 mm
~ 5011200 :
[ 1201- 1500 mm. / 7 Q : 5 .
I 1012000 mm.  Tarkiye ¢ e Azerbaijan
B 2001 - 2500 mm. ¢ s A 't / )
Bl 5012652 mm. ! N A Armenia et o 125\g% ] s
- = 4 e e {1}

Fig. 2. Distribution of mean annual sum of atmospheric precipitation by municipalities of Georgia in 2015-
2024.
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Fig. 3. Linear correlation and regression between semi-annual and annual sum of atmospheric precipitation
by municipalities of Georgia in 2015-2024. R > 0.93, very high correlation.
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Fig. 4. Vertical distribution of semi-annual and annual atmospheric precipitation in Georgia, averaged over
its municipalities in 2015-2024. 0.73 <R' < 0.81, high correlation.
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In reality, the dependence of the studied parameters on the altitude and longitude of the area is better
described by third-degree polynomials (Fig. 4 and 5). In the first case, the correlation index R' is high, in the
second — very high.

With a high level of reliability, relationship between the annual sum of atmospheric precipitation
averaged by municipalities and the latitude and longitude of the area in Georgia can be represented by the
following regression equation (the corresponding regression coefficients are presented in Table 2):

Pyear = a+b/x1+c/x2+d/x1"2+e/x2/2+f/(x1*x2)+g/x1"N3+h/x2/3+i/ (X 1*x2/2)+j/(x1"2*X2)
x1—Lon °E, x2 — Lat °N, R2=0.8936, R' = 0.95, very high correlation.

Table 2. Coefficients of the equation for the relationship between the annual sum of atmospheric
precipitation averaged by municipalities and the latitude and longitude of the area in Georgia in 2015-2024.

Coefficient a b c d e f g h i j
Value -3.79- 9.69- 3.85- -3.72- | -1.55- | -1.14- 1.79. 2.41- -7.86- | 1.07-
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Fig. 6. Calculation model of distribution of annual sum of atmospheric precipitation in Georgia, averaged
across its municipalities in 2015-2024.

In Fig. 6 calculation model of distribution of annual sum of atmospheric precipitation in Georgia,
averaged across its municipalities, is presented, the actual data of which are given in Fig. 2.

In separated regions of Georgia changeability of semi-annual and annual sum of atmospheric
precipitation is as follows (Table 3).

Table 3. Statistical characteristics of semi-annual and annual sum of atmospheric precipitation by separated
region of Georgia in 2015-2024.

Variable Lat | Lon | H,m | Cold | warm | Year
Region Autonomous Republic of Adjara (Adj)
Max 41.85 42.31 946 1589 1072 2662
Min 41.59 41.67 7 963 522 1485
Mean 41.66 41.976 388 1254 813 2067
St Dev 0.11 0.27 399 293 275 566
Region Guria (Gur)
Max 42.09 42.24 144 1105 732 1745
Min 41.93 42 10 941 640 1672
Mean 42.01 42.09 78 1050 671 1721
St Dev 0.08 0.13 67 95 53 42
Region Imereti (Im)
Max 42.35 43.41 593 1105 706 1745
Min 42.02 42.34 28 512 465 977
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Mean 4221 42.87 253 849 552 1401
St Dev 0.12 0.35 181 200 69 253
Region Kakheti (Kakh)

Max 42.04 46.24 802 326 587 912

Min 41.47 45.21 410 194 348 556
Mean 41.78 45.74 599 255 460 715
St Dev 0.19 0.37 173 49 96 141
Region Kvemo Kartli (KK)

Max 41.6 45.09 1458 191 384 524

Min 41.36 44.09 300 139 236 383
Mean 41.48 44.56 860 168 302 470
St Dev 0.08 0.35 504 25 55 63
Region Mtskheta-Mtianeti (MM)

Max 42.67 4497 1747 246 546 793

Min 41.85 44.65 460 156 306 462
Mean 42.18 44.76 1057 198 388 586
St Dev 0.35 0.14 533 37 108 144
Region Samegrelo-Zemo Svaneti (S-ZS)

Max 43.04 42.73 1441 986 917 1809

Min 42.27 41.87 25 425 520 945
Mean 42.52 42.15 314 850 790 1640
St Dev 0.26 0.29 503 191 129 307
Region Racha-Lechkhumi and Kvemo Svaneti (R-L KS)

Max 42.79 43.45 789 562 645 1160

Min 42.52 42.72 474 425 465 945
Mean 42.64 43.02 635 504 534 1038
St Dev 0.12 0.34 150 57 78 97
Region Samtskhe-Javakheti (S-J)

Max 41.84 43.49 1716 285 386 671

Min 41.41 42.7 790 167 335 502
Mean 41.63 43.16 1158 204 370 574
St Dev 0.16 0.32 346 46 20 61
Region Shida Kartli (Sh K)

Max 42.03 44.43 690 284 325 597

Min 41.92 43.6 560 234 312 557
Mean 41.98 44.01 617 250 321 571
St Dev 0.05 0.35 54 24 6 19
Region Thilisi (Th)

Mean 41.76 44.76 | 427 | 156 306 462

Adj: Cold period — from 963 (Khulo, Shuakhevi) to 1589 (Kobuleti), average value — 1254. Warm period
— from 522 (Khulo, Shuakhevi) to 1072 (Kobuleti), average value — 1072. Year — from1485 (Khulo,
Shuakhevi) to 2262 (Kobuleti), average value — 2067.

Gur: Cold period — from 941 (Lanchkhuti) to 1105 (Chokhatauri, Ozurgeti), average value — 1050. Warm
period — from 640 (Chokhatauri, Ozurgeti) to 732 (Lanchkhuti), average value — 671. Year — from 1672
(Lanchkhuti) to 1745 (Chokhatauri, Ozurgeti), average value — 1721.

Im: Cold period — from 512 (Tkibuli) to 1105 (Samtredia), average value — 849. Warm period — from
465 ((Tkibuli) to 706 (Khoni), average value — 552. Year — from 977 (Tkibuli) to 1745 (Samtredia), average
value — 1401.

Kakh: Cold period — from 194 (Akhmeta) to 326 (Kvareli), average value — 255. Warm period — from
348 (Dedoplistskaro) to 587 (Lagodekhi), average value — 460. Year — from 556 (Akhmeta) to 912
(Lagodekhi), average value — 715.

KK: Cold period — from 139 (Gardabani) to 191 (Bolnisi, Tetritskaro), average value — 168. Warm
period — from 236 (Marneuli) to 384 (Tsalka), average value — 302. Year — from 383 (Gardabani) to 524
(Tsalka), average value — 470.

MM: Cold period — from 156 (Mtskheta) to 246 (Kazbegi), average value — 198. Warm period — from
306 (Mtskheta) to 546 (Kazbegi), average value — 388. Year — from 462 (Mtskheta) to 793 (Kazbegi), average
value — 586.
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(S-ZS: Cold period — from 425 (Mestia) to 986 (Khobi), average value — 850. Warm period — from 520
(Mestia) to 917 (Chkhorotsku), average value — 790. Year — from 945 (Mestia) to 1809 (Chkhorotsku), average
value — 1640.

R-L KS: Cold period — from 425 (Lentekhi) to 562 (Tsageri), average value — 504. Warm period — from
465 (Ambrolauri) to 645 (Oni), average value — 534. Year — from 945 (Lentekhi) to 1160 (Oni), average value
—1038.

S-J: Cold period — from 167 (Akhalkalaki) to 285 (Borjomi), average value — 204. Warm period — from
335 (Akhalkalaki) to 386 (Borjomi), average value — 370. Year — from 502 (Akhalkalaki) to 671 (Borjomi),
average value — 574.

Sh K: Cold period — from 234 (Gori, Kaspi) to 284 (Khashuri), average value — 250. Warm period —
from 312 (Khashuri) to 325 (Kareli), average value — 321. Year — from 557 (Gori, Kaspi) to 597 (Khashuri),
average value — 571.

Th: Cold period, average value — 156. Warm period, average value — 306. Year, average value — 462.

Table 4. Statistical characteristics of semi-annual and annual sum of atmospheric precipitation averaged by
regions of Georgia in 2015-2024. Rmin = 0.60, a.= 0.05

Variable Lat Lon H, m Cold Warm Year
Max 42.64 4574 1158 1254 813 2067
Min 41.48 41.98 78 156 306 462

Mean 41.99 43.55 581 522 501 1022
St Dev 0.37 1.28 337 405 188 584
Correlation Matrix
Lat 1 -0.34 -0.28 0.25 0.38 0.30
Lon -0.34 1 0.49 -0.84 -0.78 -0.84
H, m -0.28 0.49 1 -0.73 -0.63 -0.71
Cold 0.25 -0.84 -0.73 1 0.93 0.99
Warm 0.38 -0.78 -0.63 0.93 1 0.97
Year 0.30 -0.84 -0.71 0.99 0.97 1

Changeability of semi-annual and annual sum of atmospheric precipitation averaged by regions of
Georgia is as follows (Table 4).

Cold period — from 156 (Tb) to 1254 (Adj), average value — 522. Warm period — from 306 (Tb) to 813
(Adj), average value — 501. Year — from 462 (Th) to 2067 (Adj), average value — 1022.
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Fig. 7. Vertical distribution of semi-annual and annual atmospheric precipitation in Georgia, averaged over
its regions in 2015-2024. 0.70 < R' < 0.79, high correlation.
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Fig. 8. Distribution by longitude of semi-annual and annual atmospheric precipitation in Georgia, averaged
over its regions in 2015-2024. R' > 0.95, very high correlation.

Both in the cases with municipalities (Fig. 4 and 5) and according to the data for the regions of Georgia
(Fig. 7 and 8, data from Table 3), the dependence of the average values of semi-annual and annual precipitation
sum on the altitude and longitude of the area has the form of third-degree polynomials. As in the previous
cases the correlation index R" is high for connection of parameters under study with H, and very high - or
connection with E.

Conclusion

A detailed statistical analysis of data from 62 meteorological stations in Georgia, located in 59
municipalities (11 regions) of Georgia with dangerous landslide zones, on semi-annual and annual sum of
atmospheric precipitation was conducted.

In the near future, it is planned to use the results of this work for a more detailed study of the connections
between precipitation and the activation of landslide processes on a climatic time scale.
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ABSTRACT

Due to ongoing global warming on our planet, the frequency of catastrophic natural disasters has increased,
resulting in significant destruction and loss of life. In the 21st century, a further rise in temperature is
expected, which will accelerate glacial melting, cause a sharp rise in sea levels, and lead to coastal flooding.
Freshwater resources and agricultural productivity will decline. Desertification and other negative
processes will intensify. Forest cover plays a critical role in climate regulation, oxygen balance stabilization,
and biodiversity conservation. However, at present, widespread deforestation and forest fires are reducing
forest areas worldwide, decreasing the process of photosynthesis. As a result, the excess thermal energy of
solar radiation becomes a cause of global warming, reduced oxygen levels, and the emergence of new viral,
bacterial, and chronic diseases. Today, to mitigate climate change and ensure the safety of the biosphere and
the environment, all countries must pay special attention to the protection and expansion of forest cover.
Everyone must contribute to forest restoration and afforestation. In agricultural fields, protective forest belts
should be planted to help increase crop yields.

Key words: desertification, global warming, crop yield, fresh water

Introduction

One of the most pressing concerns of the global community today is the increasing frequency of
catastrophic natural disasters driven by global warming. These anomalous and destructive events have
resulted in extensive damage and significant loss of life. Additionally, as the global population continues to
grow, so too does the demand for essential resources such as food, water, housing, energy, and technological
goods.

The encroachment upon forested areas and the unsustainable cutting of trees have led to a decline in
photosynthesis, which in turn reduces the Earth's ability to regulate solar radiation. This imbalance
contributes to rising global temperatures, oxygen depletion, and the emergence of new viral, bacterial, and
chronic diseases [1].

In the 21st century, a continued increase in global temperature is anticipated, which will accelerate the
melting of Antarctic and Greenland ice sheets, cause a significant rise in ocean levels, and result in the
flooding of coastal zones. These changes are expected to trigger profound economic and social disruptions,
including crop loss, freshwater scarcity, more frequent flooding, intensified storms, and accelerated coastal
erosion [2].

Given that climate change is a global phenomenon, addressing its consequences requires coordinated
international efforts. To protect the biosphere and the environment, all nations must take action to mitigate
the effects of climate change. Chief among these actions is the rational use of natural resources and the
preservation of ecological balance. In this context, forest cover plays a crucial role in climate regulation,
stabilization of the oxygen cycle, and the maintenance of biodiversity.
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Study Area and Method

Forests are a vital component of the biosphere, consisting of a complex and dynamic system of trees,
shrubs, herbs, animals, birds, and microorganisms that are interdependent and collectively influence both the
environment and each other. Forest ecosystems play a critical role in atmospheric processes, geological
formations, and the development of essential natural resources, including soil, water, wildlife, minerals,
energy, and recreational areas. Furthermore, forests are of significant economic importance, serving as
sources of raw materials for various industries. Timber is widely used for construction and energy, while
forests also provide food, medicinal products, and materials such as paper, cardboard, furniture, and flooring.
Globally, over 15,000 types of products are derived from trees. The rapid growth of the world’s population
and advances in technology have dramatically increased the demand for forest resources [3].

This study is based on the analysis of historical, informational, and literary sources related to forest
ecosystems and their ecological functions.

Vegetation — The Origin of Life on Earth

In the early history of the planet, Earth’s atmosphere contained very little oxygen and was primarily
composed of carbon dioxide, methane, and nitrogen compounds. Around three billion years ago, the first life
forms appeared in the shallow regions of the hydrosphere, where sunlight and warmth could reach. These
conditions resembling those found in modern tropical zones allowed green plants to absorb carbon dioxide
and, using chlorophyll and solar energy, synthesize carbohydrates while releasing free oxygen. This process,
known as photosynthesis, enables the conversion of inorganic environmental components into organic
matter. The general equation for photosynthesis is as follows [4]:

Sun's radiation energy
6 CO, + 6 H,O CsH206 + 60, (1)
Green plants

Here, carbon dioxide and water molecules are diluted, and glucose molecules are formed during their
combination, after which free oxygen is released.

The first species of the earliest times were the blue-green seaweeds, which transformed solar energy into
chemical energy that contributed to the growth and development of the plant and its fruit. Scientists estimate
that, annually, more than 10 billion kcal of solar radiation falls per hectare on Earth, which is used by plants
for photosynthesis [5]. Each year, due to the effect of solar energy, approximately 83 billion tons of organic
substances are formed on Earth. Of these, 53 billion tons are created on land and the rest in seas and oceans.
It is noteworthy that plants accumulate only 0.3% of solar energy. As a result of photosynthesis, the quantity
of carbon dioxide in the atmosphere was reduced to 0.03%, and the amount of free oxygen increased to 21%
or by 1,000 times [4].

According to F. Ramad [6], 2 billion years ago, the first organisms capable of photosynthesis emerged
(prokaryotes: blue-green plants, bacteria, viruses). After 0.5 billion years, higher organisms (eukaryotes)
appeared. Consequently, 1 billion years ago, the oxygen content in the atmosphere reached 1% of its current
level. Phytoplankton increased, and due to the intensity of photosynthesis, a form of oxygen gas atmospheric
ozone was created, which blocked the harmful effects of the sun’s ultraviolet rays. This contributed to the
development of organic life, first in the upper layers of water, then on land.

Millions of years later, various species of plants evolved, becoming the primary source of food for
animals and humans [7]. The vegetation on Earth annually assimilates around 5%10' tons of carbon, absorbs
1.8x10 tons of carbon dioxide, decomposes 1.3x10 tons of water, releases 1.2x10 tons of molecular
oxygen, and collects 4x10'” kcal of solar energy [8].

It is estimated that 50-60% of oxygen is released by land vegetation, with the remainder produced by
phytoplankton. One hectare of forest, in one hour, absorbs as much carbon dioxide as 200 people exhale in
the same time. Over one year, one hectare of mixed forest absorbs 15 tons of carbon dioxide and releases 13
tons of oxygen.

The amount of oxygen used by humans depends on physiological condition, age, weight, and sex. In
medicine, it is known that a person at rest uses 0.35-0.40 liters of oxygen per minute and about 5 liters per
minute during physical work. A person needs 500600 liters of oxygen per day; therefore, the forest area per
person should be at least 0.3 hectares [7].
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About 600 million years ago, the earliest autotrophic plants emerged; 500 million years ago plants and
insects; 350 million years ago angiosperms and mammals. The development of chlorophyll-containing plants
on land, along with the increase in oxygen, contributed to soil formation. Later, due to the increased amount
of oxygen, a wide variety of flora and fauna, including humans, developed on Earth. The existence of the
biosphere before the origin of humans is called biogenesis, while the stage of societal development is
referred to as noogenesis.

Currently, there are about 2 million species of plants and animals, including up to 1.5 million animal
species. Among plants, angiosperms rank first in number about 300,000 species; mushrooms are second
about 100,000 species.

Although trees comprise less than 1% of all plant species, they constitute nearly 90% of the land’s
phytomass and account for 64% of its productivity [9]. Among animal species, insects rank first with up to 1
million species; mollusks are second with up to 100,000, followed by vertebrates with up to 50,000 species
[4].

In the Bible, it is stated that during the seven-day creation of the universe, among many wonders, God
created forests on the third day and brought the axe to all barren trees thereby defining the right to use
timber. Yet forests are mercilessly destroyed by people.

Forest, Its Impact and Importance

Vegetation cover serves as a vital source of oxygen, food, and energy, making the survival of humans
and animals heavily dependent on the state of forest ecosystems. As the global population continues to grow,
so does the demand for food, water, housing, energy, household goods, mobile devices, and other resources.
The expansion into forested areas and the unsustainable cutting of trees reduce the rate of photosynthesis,
leading to increased solar radiation, contributing to global warming, and causing a decline in atmospheric
oxygen levels.

Forest as a Factor in Climate Formation. The importance of the forest is first revealed in the
regulation of air elements (air temperature, humidity, wind speed, etc.), which directly affect human health.
For example, in summer, temperatures in treeless areas are relatively 3-5°C higher, which results in an
accelerated pulse, overheating of the body, and decreased working capacity. Dry air in areas lacking forest
also causes dryness in the mouth, throat, and nose, and reduces the body's anti-infective capabilities. High
wind speeds in treeless areas negatively affect breathing, blood circulation, and the nervous system.

Thus, the most comfortable conditions for rest and rejuvenation are created in the forest. Furthermore,
the beauty and attractiveness of natural forest landscapes have a positive impact on mental health, mood,
working ability, and spiritual well-being.

The Sanitary-Hygienic Role of the Forest. In cities, industrial centers, and other settlements,
atmospheric air is regularly polluted by harmful chemical contaminants. In such environments, forests play a
crucial role in protecting and improving sanitary and hygienic conditions. Tree and plant emissions contain
aromatic essential substances phytoncides that can eliminate many microbes and viruses, purifying and
improving air quality. As a result, bacteria and microbes are significantly reduced in forests. For example, 1
m? of forest air contains up to 500 pathogenic bacteria, while 1 m3 of city air contains around 36,000. It is
estimated that land vegetation releases 175 million tons of aromatic oils annually.

Forest as a Filter. In our era, the lower layers of the atmosphere, in addition to carbon dioxide, are
increasingly contaminated with harmful chemical and mechanical impurities. Dust reduces the sun’s
ultraviolet radiation, lowers air transparency, and alters the ionization level. A person breathes about 20 m3
of air overnight, and if the air is dusty, it can lead to numerous illnesses, such as poisoning, asthma, nasal
mucosal atrophy, and erosion. The forest acts as a strong air filter. It is estimated that 1 ha of forest filters
50-70 tons of dust annually. In this regard, specific forest types are especially effective: beech coppices filter
about 68 tons per hectare, oak 56 tons, pine 36 tons, and spruce 32 tons [10].

Forest and Technogenic Pollution. Today, large-scale technologization has led to the accumulation of
harmful chemical substances in nature. The contamination of air, water, and soil with various pollutants has
reached levels that threaten life, including forests, in many parts of the world, leading to the desiccation of
large forest areas. Experiments have identified plants capable of removing air pollution (detoxification).
Oleaster, ash, acacia, oak, plane tree, maple, and willow are particularly resistant to harmful gases, whereas
pine is more vulnerable.

Forest and Noise. Forests also play an important role in absorbing various kinds of noise, which
depends on the composition, structure, frequency, and diversity of tree species. Multi-layered, dense forests
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are characterized by high noise absorption. For example, in a forest copse with a high absorption radius (0.8),
noise from a source such as a highway is reduced by 30 decibels at a distance of 80—100 meters [11].

Forest and Yield. Forests have a significant influence on agricultural crop cultivation. With forest
cover, crop yields can increase by 20-25% (Armand, 1964). The importance of forests is clearly illustrated in
data showing that each hectare of forest strip protects 30—40 hectares of farmland, increasing grain yields by
2-3 quintals per hectare. From such protected areas, an additional 60-80 centners of crops can be harvested,
and within 8-10 years, the costs of forest strip construction are fully compensated. The positive impact of
forest strips is especially evident during drought periods. As the saying goes: "The forest produces water, the
water produces a harvest, and the harvest produces life.”

Water Management and Protective Functions of Forests in Mountain Regions. Forests provide
natural habitats and essential conditions for life on Earth. In mountainous regions, forests serve as vital
protection against various natural disasters. A portion of atmospheric precipitation infiltrates the soil, feeding
rivers throughout the year. The higher the seepage rate into the soil, the lower the risk of floods and soil
erosion. Thus, forests perform both watershed and protective functions.

In mountain areas, the importance of forests is especially significant, as they possess all the
multifunctional roles described above along with additional protective benefits. Forests in mountains regulate
river flow. According to statistical observations, high-frequency (>0.8) mountain forests are the main factor
facilitating the deep infiltration of precipitation into the soil, thus managing surface runoff, improving water
balance, and preventing river desiccation [13]. Most importantly, forests protect populated areas, roads,
fields, and soils from dangerous events such as floods, mudflows, landslides, avalanches, and erosion [14].

Ecosystems of the Biosphere

The word bios means life in Greek. The biosphere is a combination of living and non-living substances
in dynamic equilibrium, where living organisms transform the environment in accordance with their needs.
The history of the biosphere’s development spans 2.5-3 billion years. During this time, living organisms
have developed under various environmental conditions. For example, some single-celled seaweed and
bacteria grow in hot springs at temperatures up to 75-100°C; others, by contrast, survive at -6 to -7°C, and
mushroom spores can endure 120-180°C [9]. Thus, the biosphere is the layer of Earth where life exists and
develops. It includes the entire hydrosphere, lithosphere, and parts of the atmosphere.

The hydrosphere is Earth’s watery layer. The World Ocean covers 7/10 of Earth’s surface and supports
life down to depths of 100-200 meters, where sunlight can reach. Only bacteria can survive at greater depths
[2].

The lithosphere is the solid layer of the Earth, where life typically exists up to a few tens of centimeters.
Some organisms live at depths of 2-3 km on land and 1-2 km beneath the ocean floor. The simplest
anaerobic bacteria live in underground aquifers and oil-bearing layers at depths of 3-5 km.

The biosphere ecosystem includes plants, animals, microorganisms, and the non-living components of
the environment. The main biomes of the biosphere are land, marine, and freshwater biomes [7].

The upper boundary of the biosphere reaches 6 km in the atmosphere, where only chlorophyll-containing
plants exist. Above this, only some arthropods survive, feeding on pollen, spores, and microorganisms
carried by the wind [8].

Atmosphere. The atmosphere is the gaseous layer surrounding Earth and consists of various gases,
water vapor, and dust. It includes the following layers by altitude:

Troposphere (8-18 km)

Stratosphere (up to 55-60 km)

Mesosphere (up to 80-85 km)

Thermosphere (up to 1,000 km)
e Exosphere (above that)

The troposphere, which contains 90% of the atmospheric air mass and 0.5-4% water vapor, extends to
8-10 km at the poles and 16-18 km at the equator. Here, air temperature decreases by 5°C per kilometer of
altitude. The troposphere fully transmits short-wavelength solar radiation and absorbs Earth’s long-
wavelength radiation, which excites the surface layer.

The stratosphere, a 40-60 km thick layer above the troposphere, contains dry, rarefied air. In summer,
the temperature rises from 0 to 15°C; in winter, from -10 to -5°C [4]. At 20-30 km altitude, this layer
contains ozone a form of oxygen that absorbs a large portion of the sun’s ultraviolet radiation, which would
otherwise destroy living organisms. Thus, the ozone layer is considered Earth’s protective shield [5].
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The mesosphere is 20-25 km thick, with temperatures dropping in summer to -80°C and in winter to -
100°C. Due to strong turbulence, wind speeds can exceed 50-100 km/h.

In the thermosphere, starting at 80 km altitude, temperature increases by 5°C per kilometer and can
reach 2,000°C at 1,000 km. Any object, including meteors, entering at 100-130 km/h burns up as it descends
into the mesosphere (around 80 km deep).

The exosphere extends for thousands of kilometers, with temperature rising by 1°C per kilometer.
Spacecraft fly in this zone, and radio communication is possible here.

Near Earth’s surface, dry air consists of 78% nitrogen, 21% oxygen, 0.9% argon, 0.03% carbon dioxide,
and 0.1% other gases, with ozone at 107°. This composition remains constant up to 90—100 km and is called
the homosphere. Above 200 km, nitrogen dominates; from 600 km, helium; and from 2,000 km, hydrogen.

The atmosphere absorbs some cosmic rays and most meteorites. Only 48% of solar radiation reaches
Earth. Without the atmosphere, the average surface air temperature would be 23°C instead of 15°C [9].
Nearly half of the sun’s energy is used for water evaporation, which returns as precipitation.

Ozone Layer and Its Change. Ozone is a blue gas whose molecule (Os) consists of three oxygen atoms.
It forms when ultraviolet radiation splits an oxygen molecule, and the resulting atoms bond with other O2
molecules [11]:

O+ 02=0s (2

There is “bad ozone” and “good ozone.” Scientists call “bad ozone” the photochemical smog found in
the lowest atmospheric layer, the troposphere. At certain concentrations, it is hazardous to human health: it
irritates the upper respiratory tract, causes vegetative disorders, pulmonary edema, dizziness, cataracts, etc.
This "bad ozone" accounts for only 10% of Earth's ozone; the remaining 90% is “good ozone.”

“Good ozone” is found in the stratosphere and protects Earth from harmful ultraviolet radiation. Ozone
concentration varies by altitude: 60% is located between 16—32 km, with the highest concentration around 25
km. This forms Earth’s protective ozone layer, about 3.5 mm thick, which makes the planet suitable for
human life. The ozone absorbs a large portion of ultraviolet radiation, which would otherwise destroy living
organisms. Thus, the ozone layer is considered the biosphere’s protective shield [5].

Ozone levels in the stratosphere depend on geographic location, altitude, and season. Solar radiation and
interactions with oxygen, nitrogen, hydrogen, chlorine, and bromine cause ozone breakdown. A key reason
for this is the use of chemical compounds especially Freons (CFCls and CFClz) formerly used in refrigerators
and air conditioners.

As a result, the ozone layer has thinned by half in many regions, and in the Arctic during summer and the
Antarctic during winter, actual holes have formed. Further ozone layer degradation allows more ultraviolet
radiation to penetrate the atmosphere, severely affecting living organisms, climate, and increasing natural
disasters.

In 1996, factories producing ozone-depleting substances were closed, resulting in a 34% reduction in the
ozone hole by 2014.

According to recent information, the ozone layer is expected to recover by 2030 in the Northern
Hemisphere, by 2040 in the Southern Hemisphere, and by 2050 at the Earth’s poles. It is also noteworthy
that since the 1950s, space has accumulated a large amount of debris around 25,000 objects of varying sizes,
from small particles to entire spacecraft. These objects move at speeds of approximately 25,000 km/h, and a
collision with any spacecraft could result in a catastrophic event.

Climate warming factors and changes

Global warming is the process of the rapid increase in the average annual temperatures of Earth's
atmosphere. Scientists propose two different explanations for this phenomenon. According to the first
version, it is a periodically recurring natural cataclysm linked to solar activity. This activity determines 11-
year, 22-year, and 80-90-year cycles of solar intensity. The current global warming is likely associated with
an increased rate of solar radiation, which may eventually decrease.

The second version attributes Earth’s warming to human-induced (anthropogenic) activity, which traps
heat radiation reflected from the Earth's surface due to the accumulation of certain gases in the atmosphere.
Notable among these gases are carbon dioxide, methane, nitrogen monoxide, ozone, and freons (halogenated
hydrocarbons). These gases allow solar rays to pass through to Earth but trap the heat reflected back from the
surface [15].

Between 1880 and 1930, the average annual air temperature increased by 0.5°C. From 1940 onward, the
trend alternated between increases and decreases, but since the 1960s, the temperature has risen steadily [16].
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Over the past 1.5 centuries, with technological development, the concentration of carbon dioxide (COz2) in
the atmosphere has increased by one-third, while methane (CH4) has increased 2.5 times. Methane is 20-25
times more effective than carbon dioxide at trapping heat.

The rise in methane is linked to pipeline and bog leakage and livestock. Methane is produced by special
bacteria in the stomachs of livestock and released from their dung, which is also used as fuel. The 1.5 billion
cows on the planet emit 18% of greenhouse gases more than the entire transport sector. This is why eco-
activists worldwide promote vegetarian diets, arguing that without livestock, such problems would not exist.
One-third of atmospheric methane is generated by livestock [15].

The increase in carbon dioxide is associated with industrial development, and the burning of wood and
coal. Each year, humanity burns 4.5 billion tons of coal and 3.2 billion tons of oil, gas, peat, and other fuels.
Carbon dioxide emissions rise especially from cars and aircraft. Outdated vehicles and poor-quality fuel are
among the main sources of harmful substances.

Due to industrial activity, it is estimated that 27 billion tons of carbon dioxide are released into Earth's
atmosphere annually. Its atmospheric concentration has increased by 38%. Of this, 30% is absorbed by the
world ocean, 13% by the biosphere and soil, while 57% remains in the atmosphere, contributing to further
warming. Since the beginning of the industrial era, the atmosphere has accumulated 770 billion tons of
anthropogenic carbon dioxide.

Through photosynthesis, 1 hectare of forest absorbs 5-10 tons of carbon dioxide and releases 10-20 tons
of oxygen. The thermal energy of solar radiation falling on 1 hectare of land annually is about 10 billion
kcal, 93.8% of which is absorbed by green vegetation [18].

The excessive emission of harmful gases from anthropogenic activities contributes to the expansion of
the ozone layer in the atmosphere, a very dangerous phenomenon for living organisms and directly related to
global warming. These effects intensified with the advancement of space technology. It is estimated that the
launching of space missiles damages and disrupts the ozone layer, leading to increased solar radiation and
temperature.

World Forest Cover

Forest Cover in the Past. The oldest known vegetation cover is found in Australia and is estimated to
be around 395 million years old. Approximately 370 million years ago, plant life began to take the form of
shrubs. Early forests were relatively low, with the tallest trees reaching about 7.5 meters and consisting
mainly of primitive ferns. Around 345 million years ago, at the onset of the Stone Age, dense and
widespread forests emerged, composed of trees of varying heights and early seed-bearing plants.

By 280 million years ago, under dry climatic conditions, primitive conifers had become widespread.
Sequoia trees and flowering seed plants appeared around 225 million years ago. Between 135 and 65 million
years ago, the ancestors of today’s rubber trees, magnolias, oaks, willows, and maples became dominant.

During the Paleogene period, forests in the Northern Hemisphere began to resemble the modern tropical
and temperate forests. Arctic-type flora prevailed in the far north, while tropical vegetation expanded near
the equator during the Tertiary period.

In the Neogene period’s dry climate, forest coverage declined, and grasslands spread across many
regions. Coniferous plants became dominant. The Quaternary period, which began 1.8 million years ago and
continues to the present day, has been marked by alternating glacial and interglacial periods, resulting in
significant forest reduction [19].

Forest Cover in the Epoch of Civilization. Over the past 800,000 years, humans have eliminated
around 50% of the world's forest area. These lands have been converted into croplands, pastures, settlements,
and other uses. Several hundred years ago, global forest area was approximately 7.2 billion hectares,
covering 48% of the Earth's land surface. Today, vegetation covers 12.2 billion hectares, of which 4.1 billion
hectares are forests. Only 3.8 billion hectares are covered by trees, while the remainder consists of bushes,
marshes, and rocky terrain. 75% of this forest loss occurred in the 20th century, during a period of global
demographic explosion. Additionally, 80% of existing forests have been altered by the introduction of
cultivated trees [19].

According to FAO estimates (Table 1), in 2015 forests covered 4,000 million hectares of land, or 31% of
Earth's total area. Another 1,488 million hectares included sparse forests, bushes, and roadside trees, which
are not officially categorized as forests. The world’s forests are home to nearly 30,000 species of trees and
shrubs, along with thousands of animal and bird species.
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In the early 20th century, there were about 2 hectares of forest per person. By 2015, this figure had
decreased to only 0.6 hectares per person. The total biomass of living forests is 1,509 billion tons, of which
25% (377 billion tons) consists of roots, leaves, and fruits, and the remaining 1,132 billion tons is timber.
Global timber reserves amount to 360 billion cubic meters, with an annual increment (productivity) of 3,200
million m3 [10].

FAOQ's regular forest inventories show that forest area has been declining rapidly:

e From 1990 to 2000: 16 million hectares lost annually

e From 2000 to 2010: 13 million hectares lost annually

e From 2010 to 2015: 16.5 million hectares lost in total, or 3.3 million hectares annually
In 2016, 29.7 million hectares of forest were destroyed.

Forest destruction is increasing geometrically each year. Beyond logging, forests are lost due to land-use
conversion (to agriculture, towns, roads, etc.). Natural disasters such as landslides and avalanches also
destroy forests, and in many cases, tree regrowth does not occur.

According to National Geographic, 80,000 m2 of green cover is damaged annually, causing not only
economic losses but also human casualties. For example, forest fires in Indonesia resulted in 100,000 deaths.
In 2017, about 100 people died in forest fires in California, Portugal, and Spain. Particularly devastating fires
occurred in California in November 2018, where over 70 people died, 1,400 went missing, up to 100 hectares
of forest were burned, and around 80,000 homes were destroyed.

It is important to note that during such fires, in addition to human casualties, a significant number of
animals and other living beings that inhabit forests also perish.

Wildfires also devastate biodiversity, killing countless forest-dwelling species alongside human
populations.

Table 1. Areas of the world forest and their dynamics

c Forests of Dynamics of forest areas, miIn ha
Region zrgr:on local Forest, % | Change of forest area | Forest Plant
min h’a species, | from the 2010 - 2015 Area
minha | totalarea | ot Annual 2015
World 3999 1277 31 -17 -3,0 290
Africa 624 135 23 -14.2 -2,4 16
Asia 593 117 19 -34 0,8 129
Europe 1015 277 34 19 0,3 82
North 751 320 33 04 0 43
America
South 842 400 49 -101 2 15
America
Oceania 174 27 23 15 0,3 4

In addition, fires cause excretion of excessive carbon in the atmosphere, which negatively affects water
quality, forest structure, and biodiversity.

With the destruction of forest from the beginning of XXI century, forest cover will be increased by
artificial forest (3,3 million hectares) or naturally restored forest (27 million ha a year). From 2000 to 2010,
forest area in Asia grew by 2,2 million ha, mainly due to the intensive cultivation of forest in China. Forest
areas in Europe have grown annually by 700 thousand ha.

Forest Cover of Georgia

Forest Layout and Composition. Georgia is located in the southwestern Caucasus, where the climate
and landscapes are diverse: from wet sea subtropics in the west, to steppe-continental in the south, and
constant snow and glaciers in the highlands of the north. Mountain slopes in Georgia were historically
covered with dense forests, which produced many varieties of fruits and hosted numerous species of animals
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and birds. For this reason, Georgian peasants relied on the forest for sustenance, protection, and livelihood.
Thus, the forest industry was established early on in Georgia.

Forest cover begins at the seashore and extends up to 2100-2200 meters, and in some cases, up to 2500
meters above sea level. In 2010, Georgia’s total forest fund amounted to 3,007.6 thousand hectares,
representing 43.2% of the country’s territory, though it is distributed unevenly: 58% in the west and 42% in
the east. About 73% of forests are located at elevations above 1,000 meters, and more than 80% are spread
over slopes steeper than 20°. Of the state forest fund, 2,770 thousand hectares are covered with forests, and
86 protected areas encompass 600 thousand hectares [20].

Georgia’s forests include coniferous and deciduous, evergreen and deciduous trees, shrubs, giant trees
(up to 60 meters tall and 2 meters in diameter), lianas, parasitic plants, mushrooms, fruits, berries, and plants
used for medicinal and technical raw materials. Many relic and endemic plant species are found here. Of the
400 types of woody plants, 61 are native to Georgia, and 43 are endemic to the Caucasus. In the forest
composition, conifers account for 16%, hardwood deciduous trees 68%, softwood deciduous trees 7%, and
other species 10%. Notable species include the giant Caucasian fir (70 m tall and 2.5 m in diameter) and the
eastern beech (50 m tall and 2 m in diameter), which are considered extraordinary for the temperate climate
zone. Chestnut, oak, maple, zelkova, walnut, box-tree, and other valuable timber species are also prominent
[21].

In the high mountain valleys and hard-to-reach gorges, untouched forests (566 thousand hectares) still
remain. According to World Bank experts, there are few countries in Europe where natural landscapes of
such unique beauty are so seamlessly complemented by ancient cultural landscapes. It is noteworthy that
Georgia’s forests serve as a refuge for pre-lce Age flora and fauna relic species that link us to ancient
geological epochs. The loss of these forests would be a great tragedy not only for Georgia but for all of
humanity.

Forest Resource Potential of Georgia. Forest resources are very important in terms of the average
forest characteristics: age 98 years, height 22 m, diameter 36 cm, Bonita Il1, frequency 0.54. Timber supplies
1 176 m® per hectare, ripe and overripe copse 244 m?, coniferous 288 m®. Forest's total timber reserves are
more than 535 million m®. But, 66% of reserves are in the unattainable zone, where the slope incline is
greater than 25 °C [22].

In addition to timber, more than 150 forest plant species produce fruits, berries, nuts, and other
resources, the utilization of which could make a significant contribution to economic development. More
than 110 plant species are used in medicine. Two-thirds of Georgia’s 48 medicinal and 200 recreational
resorts are located in or surrounded by forests. Their existence in the forest is also aesthetically justified. As
a result, ecotourism and resort-recreational farming are well developed in Georgia. Furthermore, the
potential for hunting tourism in Georgian forests is also considerable.

Results of Anthropogenic Impact on Forests

No one disputes the great importance of green forest cover, but the proper attention it deserves is still
lacking. The main reason is the enormous increase in demand for forest resources due to population growth
and technological advancement. As a result, the extraction and use of forest resources worldwide increase
annually. Such an approach leads to forest destruction, particularly in tropical and coniferous (taiga) regions.
It is noteworthy that forest exploitation has not only affected vegetation but also led to the reduction of
unique species of animals and birds.

The consequences are particularly severe in mountainous areas, where deforestation alters river water
regimes, increases catastrophic floods and torrents, and intensifies erosive and landslide processes, soil and
rock erosion, and the evolution of snow and glaciers [23].

In addition, trees are often cut not only in forest coppices but also in urban areas and planting strips. This
results in a decrease in oxygen production and the loss of water retention and catchment functions, causing
the drying up of springs, rivers, and lakes. Areas that are no longer forest-covered begin to desertify, which
is accompanied by a decline in food production [24].

Thus, the reduced green cover can no longer effectively absorb and regulate solar thermal energy. This
leads to an increase in atmospheric carbon dioxide and intensifies climate warming. Consequently,
ecological disasters become more frequent, resulting not only in environmental destruction but also in the
loss of human and animal lives.

The accumulated excess of harmful gases resulting from anthropogenic activities returns to Earth in the
form of acid rain and radioactive compounds. Sources of acid precipitation (rain, snow, fog) include the
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burning of fuel and biomass, metallurgy, motor transport, and other industrial activities. Over the past 100
years, the acidity of precipitation has increased significantly.

Acid precipitation negatively affects ecosystems, as such water harms fish eggs and phytoplankton,
thereby reducing aquatic species in reservoirs. Additionally, acid rain causes corrosion of machinery,
buildings, and cultural artifacts. Plants are also affected, exhibiting leaf loss and root rot. In the 1990s,
damaged forest areas reached 50% in Germany and the Netherlands, 35% in Switzerland, 30% in Austria,
and 600,000 hectares in Russia [4].

Thus, the cosmic ecological function of forests is being weakened. It is estimated that the cosmic
environmental value provided by forest green cover exceeds the material revenue from forest resource use by
3to 5 times.

Conclusions and Recommendations

The forest is a complex ecosystem of trees, plants, and living organisms, which, along with water, air,
and soil, guarantees the preservation of the cosmic, ecological, economic, and sustainable environment of the
Earth’s biosphere. The forest absorbs carbon dioxide and releases large amounts of oxygen, and it regulates
the microclimate (humidity, temperature, and wind). It is a powerful filter for purifying air and water from
harmful impurities and is characterized by antimicrobial, ionizing, and sterilizing properties. By doing so, it
creates a healthy and friendly environment that benefits humans and other living organisms. Forests also
provide various types of food and medicinal products. Therefore, the forest is a crucial factor in improving
environmental sanitation and hygiene conditions with a broad spectrum of biodiversity, earning it the name
“green lungs.”

In addition, forests protect agricultural lands and populated areas from strong winds. They are also a key
factor in regulating water resources, improving groundwater quality, and increasing water retention. In
mountainous areas, forests protect communities, roads, and farmlands from floods, mudflows, erosion,
landslides, and avalanches. Forests also contribute to increasing agricultural yields.

Forests are of great importance in agriculture, not only for their protective role but also as a source of
raw timber, which is used in various industries. With the increase in population and farming activities, the
demand for timber continues to grow. As a result, forests are being cut down, and forest areas are reduced by
0.3% annually worldwide. In the last decade, approximately 25,000 plant species and over a thousand animal
species have become extinct. This has been caused not only by technological development but also by an
exploitative approach toward forests. A portion of society sees nature as a resource to be used for profit even
at the cost of environmental degradation. Such attitudes are causing the destruction of forests.

In addition to logging and disease, forests are also damaged by fires, which have become increasingly
frequent in various countries due to human negligence and climate warming. It is important to note that fire
prevention is much more cost-effective than dealing with the aftermath yet this principle is often neglected.
As a result of these factors, the world’s diminishing green cover is no longer able to regulate solar thermal
energy. Consequently, atmospheric oxygen levels decrease, carbon dioxide levels rise, and the climate heats
up rapidly.

According to expert assessments, global warming will continue throughout the 21st century, and Earth’s
temperature may rise by 2-4°C, which would cause severe damage to ecosystems and the economies of
many countries. Thus, while technological progress improves human well-being on one hand, it threatens the
future on the other. The processes of self-purification, self-regulation, and self-restoration are weakening not
only in individual ecosystems but on a planetary scale.

Today, protecting nature and using its resources rationally is a matter of vital human importance. It is a
necessary precondition for the existence of the biosphere. Therefore, all countries must prioritize the
protection and expansion of forest cover. The population and local administrations in every settlement must
take responsibility for the care and restoration of their forests. Beneficial plant varieties should be selected
for reforestation, and selective cuts should be limited to the annual growth increment to ensure natural
regeneration. Protective forest strips should be planted in agricultural fields to increase yields. To ensure the
rational use of forest resources, production and processing must be conducted using complex, non-waste
technologies.

To protect forest biodiversity in the long term, a system of biomonitoring should be established, along
with timely forest restoration and effective management. It is necessary to develop long-term programs for
the sustainable use of forest resources, aiming to improve both forest productivity and qualitative
composition. The comprehensive use of timber including the introduction of advanced processing techniques
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and non-waste technologies and the creation of protected areas are crucial for preserving biological and
landscape diversity.

Finally, public awareness about nature and its rational use must be raised. Proper education and the
fostering of a love for nature among young people can help save the biosphere and the natural environment,
ultimately contributing to global ecological balance and economic prosperity.
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JlecHO¥ MOKPOB — rJIaBHbIH 3AIIMTHUK OT U3MEHEHUS KJIMMAaTa 1
0e3omacHocTH Onocdepsl

. bacunamsuiau, M. Ixanenuase, X. bacuiamBuian
Pe3srome

Ha nameli mianere u3-3a TEKyIIero MOTEIUICHHS KIMMAaTa, YBEIHYMINCh KaTacTpO(QUUECKUE CTUXUIHBIE
SIBJICHHS, KOTOpBIE BBI3BAIM Oonblive paspyuieHust u xepTBbl. B XXI Beke oxupaercs onsTh yBeaHyeHUE
TEMIIEPATyphl, YTO BBI30BET AKTHBH3AIUIO TASHUS JICJAHWUKOB, PE3KOE IOBBIIICHHE YPOBHS OKeaHa W
3aTOIUICHUE MOOEPEkKbsi. Y MEHBIIATCS PECYPCHI IPECHBIX BOA M YPOKAMHOCTH, YBEIMYUTCS OIYCTHIHUBAHUE
W JIpyTue HETaTHBHBIE Npouecchl. [ peryimpoBaHMs KIMMaTa M B LEJSX COXpaHEHUs CTaOMIbHOCTH
KHCIoponHoro OamaHca u OuopasHooOpasusi, OcoOeHHOE 3HadeHHWe HMeeT JecHoW mokpoB. Ho, Ha
CETONHAIIHUMA NeHb Ha 3emJieé OCBOCHHE JIECHBIX IUIOIIAJeH, BBIpyOKa JIECOB W TIOXKAapbl, BHI3BIBAIOT
yMEHBIIEHHE TMporecca (OTOCHHTE3a U B pe3yibTaTe, HACHILEHHAs TEIJIOBas SHEPTUsl COIHEYHBIX Jy4eH,
CTaHOBMTCSl NPUYMHON TIJ0OAJBHOrO MOTEIJICHHS, YMEHBIICHHE KHCIIOpOJa, IIOSBICHHE BHPYCHBIX
OaKkTepUaNbHBIX W XpOHWYECKUX 3aboneBannid. Ha ceromHsimHuid JeHb, JUIS CMSATYEHHS TIpoliecca
HOTEIUIeHUs KiIMMara, B LensiX Oe3omacHOCTH Ouocdepbl M OKpyKaromed cpeasl BO BCeX CTpaHaXx,
0coOECHHOE BHUMAaHHUE CcJeIyeT YACNUTh Ha 3allUTy W pacIIMpeHHs JECHOTO IMOKpoBa. Bce MOIKHEI
3a00THTECS 00 OOHOBIIEHMM W pa3BeleHHH Jeca. Ha cembCKOXO3SIHCTBEHHBIX MOJNSAX HYXKHO pa3BeCTH
BETPO3ALIUTHBIC JECHBIE TOJIOCHL, YTO OYET CHOCOOCTBOBATH YBEIMUCHUIO YPOKAHHOCTH.

KiaroueBble ci10Ba: riodanbHOE NOTCIJICHUC, OITYCTbIHUBAHUEC, IPECHAA BOAA, ypO)KaﬁHOCTB
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ABSTRACT

Based on the 70-year-long meteorological observations (in 1948-2017) carried out in the areas of the mountainous and
high-mountainous areas of Mtskheta-Mtianeti in east Georgia and Samegrelo-Zemo Svaneti in west Georgia, a trend of
changing the agroclimatic features (sum of active temperatures (>10°C) and atmospheric precipitations (mm)),
rise/decline in particular, has been identified under the impact of global warming (as per the designed scenario, at 1°C
and 2°C increase in temperature). Under the same scenario, the trends of decreasing atmospheric precipitations and
hydrothermal coefficients are also seen. Such a decrease results in more frequent drought. As the equations drafted by
considering the above-said future (2020-2050) scenarios (1°C and 2°C temperature increase), the sums of active
temperatures (>10°C) and agroclimatic zones with the prospect to grow relevant crops were identified.

As per the scenarios developed for global warming, the temperature increase will not have any significant negative
impact on the agricultural crops provided it is not higher than the increase forecasted by the scenario. On the contrary,
it may be beneficial to grow the agricultural crops at different altitudes from the sea level, by considering vertical
zoning, where the 1°C temperature increase will make it possible to grow the agricultural crops 100-200 m higher and
200-300 m higher with the 2°C temperature increase as compared to the present zones. However, proper agrotechnical
measures against the negative processes caused by the decreased atmospheric precipitations must be developed.

Key words: climate change, active temperatures, atmospheric precipitations, agricultural crops
Introduction

In terms of contemporary global climate warming, the problem of slowing down the ongoing climate
change and vulnerability and adaptation to it has become a world-wide issue, which was recognized as the
major challenge of the UNO at the beginning of the present century. Consequently, the study of the impact of
irregular climate change on the productivity and vulnerability of the agricultural crops and expected
transformation of the existing agroclimatic zones is necessary and topical.

Global climate warming started in the 1970-80s and it still continues in the XXI century. As per IPCC,

under the influence of global warming, the temperature on earth has increased by 0.6°C. The trend of a
temperature increase was confirmed by the studies of the World Meteorological Organization (WMO) and it
is an important event for the world, as it influences the ecological balance of the environment established
many Yyears ago and the macroclimate as a whole. The global warming may lead to the melting of eternal
glaciers, floods, storms, hurricanes, droughts and other natural calamities. As a result, many branches of
economy of the world countries, including the agricultural sector, suffer a lot. As the researchers conclude,
the present-day frequent natural calamities are caused by both, natural and unforeseen anthropogenic actions.
By the end of the XX century, the content of CO. in the atmosphere reached 10%. Unless the exhaust fumes
are limited, by 2030-2050, the content of carbon gas may double and the temperature may rise by another 2-
3°C. This will lead to the establishment of an absolutely different system of industry and transport and
particularly agricultural sector and other branches of economy [1]. Therefore, most world countries must
agree to take preventive measures to reduce the emissions of such natural resources as oil, coal, as well as
CO; and other greenhouses gases from big factories and vehicles into the air. The said emissions create so
called “greenhouse effect” in the atmosphere, with an increased near-earth surface temperature as its major
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outcome. Following the above-mentioned, global warming is a problem to solve by the joint action of the
word countries [2, 3, 4].

Global warming has affected the territory of Georgia as well as evidenced by the processing and analysis
of the data of many-year meteorological observations. As the studies accomplished in Georgia evidence, a
temperature increase of 0.2 and 0.5°C is fixed from humid subtropics in the west of Georgia through the
high-mountainous region of Kakheti in the east of Georgia, respectively [5, 6, 7]. These temperatures are to
be considered for the future, as in terms of the prolonged global warming, after three or five decades, the
temperature increase may reach 2°C or more. Therefore, the impact of global warming on the branches of
economy of the country, particularly, on the vulnerable agricultural sector, is to be identified in advance. The
increased temperature may have a negative impact on the adapted agricultural crops, particularly in the
lowland areas (400-600 m above sea level) as more heat will accumulate at such locations. Therefore,
without the irrigation measures, satisfactory yield of such vulnerable cultures, as cereal crops, fruits,
vegetable, vineyard, etc. will be very difficult to maintain. Following the above-mentioned, it is important to
specify the transformation of agro-climatic zones according to various scenarios of the climate change and
relevant agro-technical changes are to be incorporated in it.

In terms of global warming, interesting data of meteorological observations are fixed in relation to the
glacier melting on the Caucasioni [8] in the high-mountainous zone of Mestia, where a many-year average
air temperature increase of 0.1°C is observed what supports the melting of glaciers. Another reason for the
reduction of glaciers is an increase in temperature by 0.3 and 0.2°C in the high-mountain zone of east
Caucasioni (Jvari Pass, Kazbegi). The given studies, alongside with the increasing trend of sum of active
temperatures identified by us, evidence the trend of another kind of (many-year average) temperature
increase in terms of global warming, what activates the glacier melting process.

As regards the global warming, the upper limit of the plantation of young birch forest fixed in the high-
mountainous zone of Mtskheta-Mtianeti region of east Georgia (on the territory of Kazbegi Municipality) at
2685 m above sea level is noteworthy, while as suggested by the census of 2002, the upper forest limit ended
at 2560 m asl. As a result of global warming, the upper limit of the forest is subject to vertical migration [9].

The impact of global warming on the natural environment is immense. For instance, a rise in the near-
land air temperature of the crop plantations may be negative in respect of propagation of twice or thrice more
new generations of the organisms causing plant diseases. They may appear in the areas where they were not
seen before. This will cause problems for agrarian specialists (entomologists, phytopathologists). Therefore,
it will be necessary to take relevant efficient measures against them to avoid expected plant diseases
reducing the productivity (harvest) by 40-50%. In this connection, we would like to note that in 2017, in
Samegrelo-Zemo Svaneti and Imereti regions in west Georgia was seen a massive raid of invasive plant pest
brown marmorated stink bug, which was not seen in the region before. The pest badly damaged annual and
perennial crops. The agricultural specialists assume that their mass propagation is expected in east Georgia
as well and relevant measures were planned against them. Global climate warming is named as the major
reason for the propagation of this pest during the vegetation period.

Aims and methods

The goal of the study was, by using the relevant trends, to identify the trend of change of agroclimatic
properties (increase/decrease (of the sums of active temperatures (>10°C) and atmospheric precipitations
(mm)) under the influence of global warming on the territories of the mountainous and high-mountainous
zones of eastern and western regions of Georgia during the vegetation period, which is the major determinant
of the plant growth and development and harvest formation and productivity. By using these trends, the
dynamics of their change in time could be specified. Another goal of the study was to identify the
agroclimatic zones suitable for the satisfactory yield and spread of agricultural crops according to the current
(baseline) and future scenarios - in terms of a 1-2°C temperature increase. A mathematical statistical method
was used to process and analyze the data of many-year (70-year-long) meteorological observation for
Khaishi and Mestia Municipalities of mountainous and high-mountainous Samegrelo-Zemo Svaneti region
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in west Georgia and Dusheti and Kazbegi Municipalities of mountainous and high-mountainous Mtskheta-
Mtianeti region in east Georgia. Besides, the following materials were used for the same purpose: the
meteorological and agro-meteorological databases of the Institute of Hydrometeorology of Georgian
Technical University; the data of many-year (1948-2017) baseline (current) meteorological observations of
the vegetation period obtained from the National Environmental Agency of Georgia (the sums of average
daily air temperatures and atmospheric precipitations); besides, the data of future scenarios (1 and 2°C
temperature increase by 2020-2050) were processed, which were obtained by regional climatic model
RegCM-4 and social-economic development scenario A1B1 [10].

Results and discussion

Samegrelo-Zemo Svaneti region in west Georgia is located on the south-eastern slope of the West
Caucasioni. The humid subtropical climate in the region is spread from the Black Sea coastline to north-
west, up to 500-600 m above sea level, (moderate) mountainous climate dominates up to 1400-1500 m a.s.l.,
and high-mountainous (continental) climate dominates up to 2500 m a.s.l., Mtskheta-Mtianeti region of east
Georgia is located on the southern slope of the Great Caucasioni, stretching from west to north-east. It has
dry subtropical climate up to 400-600 m above sea level, as well as moderate mountain climate up to 1400 m
a.s.l., and high-mountainous continental climate up to 2500 m a.s.l. As a result of the treatment and analysis
of the data of current (baseline) average monthly air daily temperatures in the given regions, the dates of
spring and autumn temperature shift above and below 10°C were identified with equations:

y=-2.4x+79 (in spring)
y=3.2x-33 (in autumn)

where y - is the dates of temperature shift above and below 10°C in spring and autumn;

X - is the sum of average temperature of two months in spring and autumn (in particular, of February and
March or March and April in spring and of September and October or October and November in autumn)
[11, 12].

In addition, the monthly sums of atmospheric precipitations in the warm period (IV-X) were calculated
for different years (Tab. 1).

Table 1. Agroclimatic characteristics of mountainous and high-mountainous regions of Georgia (1948-2017)
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Samegrelo- Khaishi, 11.1vV 22.X 194 3336 1846 662 2.0
Zemo Svaneti, 730
west Georgia/
mountainous
high- Mestia, 10.V 28.1X 141 2014 1447 440 2.2
mountainous 1441
Mckheta- Dusheti, 18.1V 20.X 185 3095 1792 509 1.6
Mtianeti, east 922
Georgia/
mountainous
High- Kazbegi, 21.V 22.1X 124 1628 1288 476 3.0
mountainous 1744
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The Table shows that in the mountainous zone of Samegrelo-Zemo Svaneti region (west Georgia), the
date of the temperature transition above 10°C in spring is observed on 11.1V, while the date of the
temperature transition below 10°C in autumn is observed on 22.X. As the scenario suggests, in the given
zone, in case of a temperature increase by 1°C, the date of the temperature transition above 10°C in spring is
observed on 6.1V and the date of the temperature transition below 10°C in autumn is observed on 28.X (Tab.
2).

Table 2. The dates of air temperature transitions above and below 10°C, duration of the vegetation period
(days) and sums of active temperatures (>10°C) in the mountainous and high-mountainous regions of
Georgia under the scenarios of the air temperature increase by 1°C and 2°C

Region/ Meteo- t>10°C t<10°C duration of 2T>10°C
Zone station Starting time Finishing time vegetation
period (day)

Samegrelo-Zemo Scenario, rise of temperature by 1°C

Svaneti/ Khaishi 6.1V 28.X 205 3525
mountainous

high-mountainous Mestia 6.V 3.X 150 2206
Mckheta-Mtianeti/ Scenario, rise of temperature by 2°C

mountainous Dusheti 10.1vV 31.X 204 3581
High-mountainous Kazbegi 12.V 1.X 142 2128

In spring, in case of the scenario, the date of the temperature above 10°C in spring is observed 5 days
earlier and the date of the temperature below 10°C in autumn is observed 6 days later as compared to the
current (baseline) value (Tab. 1), i.e. the vegetation period is prolonged from 194 days (current, Tab. 1) to
205 days (scenario, Tab. 2), or by 11 days. The vegetation period in the high-mountainous zone of the same
region is prolonged by two days less. For instance, in the high-mountainous zone, the date of the temperature
above 10°C in spring is observed on 6.V in case of 1°C temperature rise under the scenario (Tab. 2) making a
difference of 4 days as compared to the current value (10.V) (Tab. 1), while in autumn, the date of the
temperature shift below 10°C is observed on 3.X (scenario, Tab. 2) making a difference of 5 days as
compared to the baseline value (28.1X) (Tab. 1). The above-given prolonged days in spring (at the expense
of date of the temperature transition above 10°C occurring 4-6 days earlier) and in autumn (at the expense of
date of the temperature transition below 10°C occurring 6 days later), in the mountainous and high-
mountainous zones allow realizing the agrotechnical measures within relevant terms.

Following the global warming, the sums of active temperatures (>10°C) in the mountainous and high-
mountainous zones of the considered regions are given. Such a sum in the mountainous zone is 3336°C
(baseline, Tab. 1) and 3525°C in case of a 1°C temperature increase under the scenario (Tab. 2). In the future,
the sum of temperatures increased above the baseline value (189°C) will be beneficial (in terms of
satisfactory soil moisture) to get rich harvest of cereals (corn, wheat, barley), legumes, vegetable, vineyard,
fruit and other crops.

The sum of active temperatures in the high-mountainous zone is 2014°C (baseline, Tab. 1) and is 2206°C
in case of a 1°C temperature increase under the scenario (Tab. 2). In the future (2020-2050), the sum of
active baseline temperatures is expected to increase by 192°C, what, in the high-mountainous zone will
improve the productivity of cereals, vegetable, early fruit varieties, berries, roots for animal forage
(,,Kuuziku”, ,,ESCO”) and support the development and high yield of pastures and hayfields and sustainable
development of forest landscapes.

Mtskheta-Mtianeti region in east Georgia has somewhat different climatic features as compared to
Samegrelo-Zemo Svaneti region in east Georgia [13]. Here, as the meteorological observation data in the
mountainous zone of Dusheti Municipality suggest, the date of the temperature above 10°C is observed on
18.1V, while the date of the temperature below 10°C is observed on 20.X (baseline, Tab. 2). As per the
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scenario of the future, in case of a 2°C rise in temperature (such a rise is considered as in the eastern regions
of Georgia, the trend of the temperature increase is more obvious), the date of the temperature above 10°C is
observed on 10.1V, while the date of the temperature below 10°C is observed on 31.X (Tab. 2). In other
words, in case of the scenario, in spring, the date of the temperature above 10°C occurs 8 days earlier, while
in autumn the date of the temperature below 10°C occurs 11 days later (Tab. 2) as compared to the baseline
values (Tab. 1). The vegetation period in the mountainous and high-mountainous regions in question is
prolonged by 19-18 days (Tab. 1 and 2, respectively). With such extra days, in spring, the vegetation of
pasture and hayfield grasses will be possible to start earlier and prepare nomadic cattle to take to the
pastures. In autumn, it is possible to produce more and better forage for winter from hayfields and
accomplish other agricultural activities. The given zone will also be beneficial to grow and propagate berries.

By considering the global warming, the sum of active temperatures in the mountainous and high-
mountainous zones of the given region in case of a 2°C temperature rise under the scenario (2030-2050), is
3581°C in the mountainous zone (Tab. 1) what significantly exceeds (by 486°C) the sum of baseline active
temperatures - 3095°C (Tab. 1). The temperature in the high-mountainous zone, in case of a 2°C temperature
rise under the scenario, rises similarly (by 500°C) as compared to the sum of baseline active temperatures
(1628°C) (Tab. 1).

An increase in the sums of active temperatures in the mountainous and high-mountainous zones of the
given region by 500°C on average will be absolutely suitable to develop and ensure satisfactory yield of
crops and forest landscapes. As per Tab. 1, following the analysis of the amount of atmospheric
precipitations in the above-considered regions, such an amount is actually sufficient to grow crops and
develop other forest landscapes in the vegetation period. However, in some droughty years, lack of
precipitations may be the case. In such a case, the desirable yield of the crops can be maintained by
increasing soil humidity (by irrigation, soil surface tillage, etc.).

The data of the above-mentioned 70-year-long (1948-2017) meteorological observations cover the initial
period of global climate warming, the 1970-80s in particular, marked by the onset of the general influence of
global warming on a near-surface temperature rise and agroclimatic resources (sums of active temperatures
(>10°C) and atmospheric precipitations (mm), etc.) consequently. In order to present these values clearly, the
data of 70-year-long observations mentioned above were divided into two 35-year-long periods. The I period
covers the years of 1948-1982, and the Il period covers the years of 1983-2017 (Tab. 3).

Table 3. Agroclimatic characteristics according to the periods (1948-1982; 1983-2017) of the mountainous
and high-mountainous regions of Georgia
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Samegrelo-Zemo 1948- 12.1IvV 21.X 192 3298 | 1824 664 2.0
Svaneti/ 1982
mountainous,
Khaishi (Mestia) 1983- 9.1V 24.X 198 3374 | 1869 659 1.9
2017
high-mountainous, | _,, _ 11.v 26.1X 138 1945 | 1411 451 2.3
Mestia o 10.V 30.1X 143 2084 | 1483 428 2.0
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Mckheta-Mtianeti/ | 1948- 20.1V 20.X 183 3049 | 1751 522 1.7
mountainous, 1982
Dusheti
1983- 15.1V 21.X 189 3141 | 1832 495 1.6
2017
High-mountainous, | _,, _ 22.V 18.1X 119 1571 | 1271 516 3.2
Kazbegi o 21V 25.1X 127 1684 | 1305 435 2.9

The analysis of the Table demonstrates that in different municipalities of the region, in the second
period, the date of the onset of active air temperatures (>10°C) occurs earlier and the date of the temperature
below 10°C ends later as compared to the first period. In the same period, the sums of active temperatures
are increased and the vegetation period is prolonged. In the second period, the sums of atmospheric
precipitations, as well as hydrothermal coefficients (HTC) in the warm period (IV-X) are decreased at all
locations. The sums of atmospheric precipitations (mm) in high-mountainous zones (Mestia, Kazbegi) are
given for the periods of IV-IX months and VI-VIII months, respectively, as the warm period (with
temperatures above 10°C) in the given months starts late and ends early. In the second period, i.e. for the last
35 years, the amount of precipitations and consequently, the hydrothermal coefficients have decreased.
Despite this, if the precipitations do not reduce further, they will be sufficient to grow cereal crops, vegetable
and other annual crops, as well as succulent roots for animal forage (,,Kuuziku”, ,,ESCO”) and pasture and
hayfield grasses with (one-time) irrigation in some years.
The dynamics of the course of the said indices was presented with trends, according to which, the trends
of increasing sums of active temperatures (>10°C) and decreasing sums of the atmospheric precipitations
(mm) were identified in the mountainous and high-mountainous regions of west Georgia and mountainous
and high-mountainous regions of east Georgia (Fig. 1, 2).
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Fig. 1. Dynamics of the sums of active temperatures (>10°C) and atmospheric precipitations (mm) in
Samegrelo-Zemo Svaneti region of the mountainous and high-mountainous zones of Georgia (1948-2018)
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Fig. 2. Dynamics of the sums of active temperatures

(>10°C) and atmospheric precipitations (mm) in

Mcxeta-Mtianeti region of the mountainous and high-mountainous zones of Georgia (1948-2018)

The equations of the trends were used to calculate increasing and decreasing trends of the sums of active

temperatures (>10°C) and atmospheric precipitations (mm) (Tab. 4).

Table 4. The sums of active temperatures (>10°C) and atmospheric precipitations (mm) according to trends

Sum of active temperatures (>10°C)
Region/ Meteo- | Beginning | End of the | Increase | Decrease Average speed in
Zone station of the period every 10 years
period Increase | Decrease

Samegrelo-Zemo Khaishi 3178 3470 292 41.7
Svaneti/
Mountainous
High-mountainous Mestia 1877 2134 257 36.7
Mckheta-Mtianeti/ | Dusheti 2987 3203 216 30.7
Mountainous
High-mountainous | Kazbegi 1511 1797 286 40.8
Samegrelo-Zemo Sum of atmospheric precipitations (mm)
Svaneti/ Khaishi 690 655 35 50
Mountainous
High-mountainous Mestia 449 430 19 2.7
Mckheta-Mtianeti/ | Dusheti 514 495 19 2.7
Mountainous
High-mountainous | Kazbegi 507 388 119 17.0
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As the given Table shows, there is a trend of decreasing atmospheric precipitations (119 mm) in the
high-mountainous zone of east Georgia. The average velocity of the given reduction is 17 mm in every 10
years. The increasing and decreasing trends of agroclimatic values in other zones are relatively less.

If, under the influence of global warming, the sum of active temperatures in a similar period continues to
increase, after 4 or 5 decades, the sum of current (baseline) temperatures may increase significantly (reaching
300°C or more) in the mountainous and high-mountainous zones of eastern and western regions of Georgia.
This may be beneficial to grow crops in the mountainous and high-mountainous zones successfully (in terms
of sufficient atmospheric precipitations). It seems that the amount of precipitations decreases in the given
zones. Therefore, unless the proper soil moisture is maintained, no satisfactory development or yield of the
crops is possible.

In order to identify the agroclimatic zones in the above-said regions, the scenarios consider a 1°C
temperature increase in the regions of west Georgia and a 2°C temperature increase in the regions of east
Georgia. The dates of average daily air temperature above 10°C, sums of active temperatures and altitude
above sea level (m) were used for this purpose. The latter is in direct correlation with the regular change in
air temperature depending on the altitude [14]. The given data were processed by using the mathematical
statistics method adopted in agrometeorology with close correlations established. Following the obtained
reliable associations, relevant regression equations were drafted (Tab. 5). At different times, the equations of
the given type were used to identify the sums of active temperatures to identify the relevant zones of crops
[15].

Table 5. Regression equations to determine the dates of average daily air temperature transition above 10°C
and sums of active temperatures in the mountainous and high-mountainous regions of Georgia

Determination of
starting date
t>10°C and YT

Current (baseline),

mountainous and

high mountainous
(west Georgia)

Scenario, increase
by 1°C,
mountainous and
high mountainous

Current baseline,

mountainous and

high mountainous
(east Georgia)

scenario, increase
by 2°C

mountainous and

high mountainous

determination of n=0.025h+57 n=0.028h+51 n=0.029h+55 n=0.035h+38
starting date

(t>10°C)

determination of T=-36.53n- T=-16.711n- T=-30.923n- T=-44.25n-

>T 0.75h+6537 1.127h+5496 0.57h+6085 0.15h+6742

In the equations: n - is the number of days from the 1% of February to the date of the temperature above
>10°C; h - is the altitude above sea level (m); T - is the sum of active temperatures (>10°C).

By using the given equations, the sums of active temperatures by considering the current (baseline)
values and future (2020-2050) scenarios (a temperature increase by 1 and 2°C) were identified and the
agroclimatic zones of the distribution of crops in the regions were defined [16].

The mountainous area of the region spreads from 500 to 1500 m above sea level of the humid
subtropical zone of Samegrelo-Zemo Svaneti region of west Georgia, where two agroclimatic zones (I and
I1) were identified:

The | agroclimatic zone extends from 500 m to 1000 m altitude above sea level. The sum of baseline
active temperatures is 3620-2790°C and is 3800-3110°C under the scenario with a 1°C temperature increase.
Juglandaceous plants, fruit and vegetable varieties and other crops grow well in the given zone. Under the
future scenario with a 1°C temperature increase, vine varieties (Tsolikauri, Tsitska) may be grown from 700-
800 to 1000 m and tea culture may be grown slightly higher, at 600-700 m.

The 11 agroclimatic zone extends from 1000 m to 1500 m altitude above sea level. The sum of current
(baseline) active temperatures is 2790-1960°C and is 3110-2430°C under the scenario. Under the future
scenario, the areas with wheat, (winter, spring) barley, oats, potato and vegetable crops at the altitude of
1400-1500 m (baseline) well extend to reach 1600-1750 m altitude and higher, while the area with grain
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maize may be extended from 900 m (baseline) to 1200 m s.1., for industrial purposes; the areas with fruits
may be extended from 1300 m (baseline) to 1400-1450 m a.s.l., or higher.

Higher mountainous area of the given region, from 1500 to 2500 m altitude, there extends the high-
mountainous area of the region, where two agroclimatic zones are identified (111 and V).

The 111 agroclimatic zone extends from 1500 to 2000 m altitude. The sum of baseline active temperatures
in the given zone is somewhat reduced and makes 1960-1130°C on average and 2430-1760°C in case of the
scenario. With its heat regime, the region will offer more suitable conditions to grow (winter, spring) wheat,
barley, oats, potatoes, berries (blackcurrant, redcurrant, sea-buckthorn, raspberry and haw) as compared to
the baseline conditions. The areas with juicy roots as animal forage (,,Kuuziku”,, ESCO”) and pastures and
hayfields will be possible to expand.

The IV zone agroclimatic zone extends from 2000 m to 2500 m altitude above sea level. The sum of
baseline active temperatures in the given zone is 1130-300°C. The sum of temperatures is obviously reduced,
and it is 630°C (baseline) at the altitude of 2300 m. Growing the given crops (juicy root forage) at the given
temperature is not profitable. Under the scenario (a 1°C temperature rise), the sum of active temperatures
(>10°C) is 1760-1080°C. At the altitude of 2300 m (under the scenario), the sum of active temperatures is up
to 1350°C what, as compared to the baseline temperature, is suitable to grow the above-mentioned root crops
as cattle forage and expand pastures and hayfields.

In respect of global warming, the air temperature in Mtskheta-Mtianeti region in east Georgia is
increasing more. As it was noted, the temperature is risen by 0.5°C here unlike Samegrelo-Zemo Svaneti
region in west Georgia. Therefore, a 2°C temperature increase is considered by the scenario, where 3
agroclimatic zones were identified [17, 18, 19]:

The | agroclimatic zone spreads from 1000 m to 1500 m altitude above sea level in the west and south-
east of the region. This zone covers the mountainous areas of Dusheti and Tianeti Municipalities. The sum of
current (baseline) active temperatures is 2920-2180°C and is 3360-2500°C under the scenario (a 2°C
temperature increase). Wheat (winter, spring), barley, oats, maize (at 1300 m and higher), vine (early and
mid ripening varieties), nut, potatoes and vegetable crops can be grown and produced in the given zone. It is
desirable to irrigate (once or twice) or loosen the soil in the given zone, particularly in the period of the VI-
VIII months.

The 11 agroclimatic zone belongs to the high-mountainous region, which is located up to 2000 m in the
east. The sum of current (baseline) active temperatures is 2180-1450°C and 2500-1660°C under the scenario.
Under the future scenario (a 2°C temperature increase), the sum of temperatures, as compared to the sum of
baseline temperatures, is almost 300°C more. The sum of the temperature increase will favor the growth of
wheat, barley, oats, potatoes, vegetables, berries (blackcurrant and redcurrant), willow-leaved sea-buckthorn
and early fruit varieties, as well as juicy roots as animal forage (,,Kuziku”, ,,ESCO”) and development and
extension of pastures and hayfields.

The 111 high-mountainous agroclimatic zone spreads from 2000 m to 2500 m altitude above sea level. It
covers the upper border of the subalpine zone. In this high-mountainous region, the sum of baseline active
temperatures is obviously reduced (to 700°C) making the area non-favorable to grow vegetables or juicy root
forage, particularly at 2400-2500 m a.s.l., while at 2300 m, the sum of baseline temperatures is
approximately 1000°C. With such a temperature range, growing the said crops or developing pastures and
hayfields will be non-profitable. Under the future scenario (a 2°C temperature increase), the sum of active
temperatures will be 1150-800°C; however, at the altitude of 2500 m, the temperature of 800°C is not
sufficient to grow the above-listed crops, while at the altitude of 2300-2400 m, the sum of temperatures is
1150-1000°C offering better conditions to grow the same crops.

Conclusion

The results of our studies evidence the impact of global climate warming on Mtskheta-Mtianeti
mountainous and high-mountainous regions of east Georgia and Samegrelo-Zemo Svaneti mountainous and
high-mountainous regions of west Georgia. It is obviously responsible for the increased sums of active
temperatures (>10°C), prolonged vegetation period, decreased atmospheric precipitations (mm) and
decreased hydrothermal coefficient (HTC) causing droughts.
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The increase of the sum of active temperatures above the current (baseline) value in the mountainous
(3525°C) and high-mountainous (2206°C) areas of Samegrelo-Zemo Svaneti in the west is 189°C and 192°C,
respectively. The vegetation period in the mountainous and high-mountainous areas has increased by 11 and
9 days, respectively. An increase in the sum of active temperatures in the mountainous (3581°C) and high-
mountainous (2128°C) areas of Mtskheta-Mtianeti in the east is 486°C and 500°C, respectively, and the
vegetation period has increased by 19 and 18 days, respectively.

The mountainous zone of Samegrelo-Zemo Svaneti region in west Georgia spreads above the humid
subtropical zone of the region, 500 to 1500 m above sea level, where two agroclimatic zones were identified,
and the high-mountainous zone of the same region spreads from 1500 to 2500 m above sea level, with two
agroclimatic zones. Three agroclimatic zones were identified in Mtskheta-Mtianeti region in east Georgia.
The | mountainous zone spreads from 1000 to 1500 m altitude, the Il high-mountainous zone spreads up to
2000 m altitude, and the Il high-mountainous zone spreads from 2000 to 2500 m altitude.

The future scenarios (2020-2050), or 1 or 2°C temperature rise in terms of global warming will not have
a significant influence on the agricultural crops in the zones of the study regions unless the temperature in
the process of global warming is higher than that envisaged by the scenario. Just on the contrary, it may be
suitable to grow agricultural crops at different altitudes above sea level, where in the future, in case of 1°C
temperature rise, growing the agricultural crops will be possible 100-200 m higher and 200-300 m higher in
case of 2°C temperature rise as compared to the present-day zones.

In the considered region, in the zones designated to grow the above-listed crops, where high-
mountainous villages of Mestia Municipality (e.g. Ushguli (2200 m asl)), villages of Dusheti Municipality
(Khone (2150 m a.s.l.), Roshka (2050 m a.s.l.)), villages of Kazbegi Municipality (Juta (2200 m asl)) and
other villages (Akhieli, Shatili, at relatively lower altitudes) are located, the agricultural specialists and
agricultural farmers, together with the local residents, with the future perspective, will be able to grow the
crops profitable for them and to produce high-quality products with them to be used by the residents of the
above-listed villages. If necessary, they will even realize some of the products. This will promote the
employment and establishment of the local residents what will support the reduction of depopulation in the
mountainous and high-mountainous zones of the country. As a result, the social-economic conditions will
improve. These activities are supported by the Law of Georgia ,,0On the Development of High Mountainous
Regions” adopted by the Government of Georgia on July 16, 2016 as well. In particular, the goal of the Law
is to ensure the wellbeing of the residents in the high-mountainous regions of Georgia, support employment
and improve the quality of life and social-economic conditions. In line with this major Law, the results of the
study conducted by us for high-mountainous regions given in the present work are worthwhile. It should be
noted that the given regions with their natural location (relief and orographic conditions, diversified forest
landscape, etc.) are interesting and attractive. They have good prospects to develop tourism and recreation
activities in summer, autumn and winter seasons. On the territory of Mestia (located at 1500 m above sea
level and higher), ski mountaineering is very popular sports in autumn and winter seasons, while sporting
activities organized in Gudauri Ski Resort (at 2200 m above sea level and higher) are also very important.

Following the global warming, certain mitigation and adaptation measures against some negative events
are recommended to use in the agrarian sector at present and in the future. Growing selective crops, which
are resistant to higher temperatures and droughts, is a good choice. Besides, it is important to make terraces
over the mountain and high-mountain slopes (with >10° gradient) to reduce intense evaporation of water
runoff and water from soil; soil surface cultivation and loosening to reduce water evaporation from the soil is
another efficient measure. Besides, efficient use of modern irrigation and drip irrigation and other methods
will be beneficial.
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ATpoKJIMMaTHYeCKHE BbI30BbI B TOPHBIX M BBICOKOTOPHBIX PerHOHax
I'py3uu B yci1ioBHsIX H3MeHeHUs1 KJIuMaTa (Ha npumepe Muxera-
Mruaneru u Camerpesno-3emo CBanern)

M.Meaanse, I''Meaaaze, M.IIunua

Pe3rome

Ha ocHoBe 70-metaux (1948-2017) MeTeopoJOTHYCCKUX HAOMIOACHUH, NPOBOJAMMEBIX B TOPHBIX H
BBICOKOTOPHBIX pernoHax Bocrounoit Muxera-Mtunanetn n 3amagHoit Camerpeno-3emo CBanetu ['py3uw,
BBISIBJICHA TEHACHLMS HM3MCHEHHS arpoKIMMaTHYECKHX XapaKTEPUCTHK (CyMMBbl AKTUBHBIX TEMIEpaTyp
(>10°C) u atmMochepHBIX 0caaKkoB (MM)) IO BIUSHHEM TJI00ATEHOTO IMOTEIUICHHS - TTOBHIIIICHHE/ CHIDKCHHE
(cuenapwii ¢ moBsitieHHeM Temieparypst Ha 1 u 2°C).

[To yka3aHHBIM CLIEHAPHUAM Ha TEPPUTOPHUSIX UCCIIETOBAHNHN BBISBICHBI TEHICHIIMN CHIKEHUSI aTMOC(EPHBIX
0CaJIKOB ¥ THIPOTEPMHUUYECKUX KOAIPPHULUEHTOB, UTO SBISIETCS IPUYMHOMN MOBTOPSEMOCTH 3aCyX.

C ucnonp30BaHUEM ypaBHEHHI, pa3paOOTaHHBIX C YYETOM BBIIIE YKa3aHHBIX crieHapueB Oymymero (2020-
2050 rr.) (moBsitenne temnepatypsl Ha 1 u 2°C), onpeneneHsl cyMMBbl akTUBHBIX Temmepatyp (>10°C) u
BBIIETIEHBl arpOKIMMAaTH4YEeCKHE 30HBI C YYETOM MEPCHEKTUB PpacHpOCTPaHEHHS COOTBETCTBYIOIINX
CENIbCKOXO3AUCTBEHHBIX KYJbTYp. 1€ mpH NOBBbILICHUH TemilepaTypbl Ha 1°C MOXHO paclpocTpaHeHHe
CENIbCKOX03AUCTBEHHBIX KyIbTyp Ha 100-200 M BhIlIe, a Mpu MOBHIIIEHUHN TeMiiepatypbl Ha 2°C - Ha 200-
300 M BBIIIE TIO CPAaBHEHHUIO C CYHIECTBYIOIIMMH 30HamH. OjHaKo HEOOXOIMMO pPacCMOTPETh BOIMPOC
pa3paboTKH COOTBETCTBYIOIIMX arpOTEXHUYECKUX MEPOIPHUATHH MO yCTPAaHEHHIO HETaTUBHBIX MPOLECCOB,
BBI3BAaHHBIX YMEHBIIIEHHEM KOJMYECTBA aTMOC(EPHBIX OCAJKOB.

KaoueBbie cjioBa: HN3MCHCHUC KJIuMara, aKTHUBHas1 TeMIICpaTypa, aTMOC(i)epHLIe oCaJKu,
CEIIbCKOX O3S CTBEHHAS KyJIbTYpa
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ABSTRACT

This study investigates characteristics of magnetic declination (D) at the mid-latitude Dusheti Geophysical Observatory
and it’s coupling to solar wind during both quiet and disturbed periods, with a specific focus on the intense storm of May
11, 2024. We analyze one-minute resolution geomagnetic and solar wind data from July 2023 to July 2024, . Using power
spectral density (PSD) and continuous wavelet transform (CWT), we characterize the spectral behavior of declination.
The analysis confirms the persistent presence of diurnal (24h) and semidiurnal (12h) periodicities, characteristic of the
quiet time, also a period of 8h, while demonstrating significant spectral broadening during the geomagnetic storm. We
then employ wavelet coherence analysis to quantify the coupling between declination and the IMF magnitude (B), its
southward component (Bz), and the solar wind velocity (v). The results reveal distinct coupling mechanisms: coherence
with B is dependent on storm intensity, being strong only during the intense May 11 storm. In contrast, coherence with
Bz is robust and significant during both intense (May 11) and moderate (April 19) storms, highlighting its fundamental
role in driving disturbances in geomagnetic data regardless of storm inzensity. This work demonstrates the effectiveness
of wavelet coherence for evaluating solar wind magnetosphere coupling at different frequencies.

Key words: Magnetic declination, Magnetic storm, Solar wind, Interplanetary magnetic field, Wavelet transform, Wavelet
coherence.

Introduction

The geomagnetic field is a complex phenomenon characterized by a non-uniform spatial structure and a
wide spectrum of temporal variations. Its origins are twofold, with sources located both deep within the planet
and in the near-Earth space environment. The primary contributor is the geodynamo, a process driven by the
rotation and convection of the Earth's liquid, conductive outer core [1]. This internal source generates the main
magnetic field and its slowly evolving secular variations, which occur over timescales of years to millennia.

Complementing the main field are external sources situated in the ionosphere and magnetosphere. These
regions contain complex and dynamic systems of electrical currents that are shaped by the Earth's intrinsic
magnetic field. The interaction between these currents and the solar wind—a stream of charged particles
flowing from the Sun—produces a variety of magnetic effects observed on the ground [2]. These effects range
from regular daily variations to sporadic and intense disturbances, with timescales spanning from seconds to
several days.

The Earth's magnetic field vector is described by several components, including magnetic declination (D).
As the angle between magnetic and geographic north, declination is particularly sensitive to magnetospheric
state changes and fluctuates significantly during magnetic storms, making it a valuable parameter for this study
[4].

The most significant manifestation of the Sun-Earth connection is the magnetic storm, a global disturbance
of the magnetosphere that serves as a key indicator of space weather. These storms are primarily caused by
energetic solar events that intensify the solar wind, leading to a strong interaction with the Earth's
magnetosphere [3]. The resulting deformation of the magnetic field induces powerful currents in the upper
atmosphere, which are observed on the ground as magnetic storms. The intensity of this activity is often
quantified using indices such as the Kp [5], Ae, and Dst [6].

The impact of geomagnetic disturbances is not uniform across the globe; it is strongly dependent on
latitude [7]. In the auroral zones, near the magnetic poles, storms are most frequent and intense, causing sharp
deviations in the magnetic field. At mid-latitudes, where the Dusheti Geophysical Observatory (DGG) is
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located, the effects are less severe but still significant. In contrast, the equatorial regions are generally more
stable due to the horizontal orientation of the magnetic field lines.

While magnetic declination is traditionally understood as a slowly varying and predictable quantity for a
given location, magnetic storms are rapid, intense, and unpredictable phenomena. A fundamental question
arises from this contrast: can the intense, short-term processes of a magnetic storm influence the behavior of
magnetic declination, and is there a quantifiable connection between them?

This study aims to investigate this relationship by analyzing high-resolution magnetic declination data
from the Dusheti Geophysical Observatory. We focus on its spectral characteristics during both
geomagnetically quiet periods and the intense magnetic storm of May 11, 2024. Using wavelet transform
analysis and power spectral density (PSD), we will examine the frequency and energy distribution of
declination variations. Furthermore, we will employ wavelet coherence analysis to evaluate the correlation
between declination and key solar wind parameters and interplanetary magnetic field (IMF) data, trying to
understand the nature of magnetospheric coupling during both calm and storm conditions.

Data and methods

To fully characterize the geomagnetic field at a specific location, it is described by a vector, which can be
broken down into several standard components. The vector is defined by its orthogonal coordinates: the
northward component (X), the eastward component (Y), and the vertical component (Z), directed towards the
Earth's center. From these, other critical parameters can be derived, including the total intensity (F), the
horizontal component (H), the inclination (J), and the declination (D). These are calculated as follows:

x
D=arctan(;>, F=H?*?+ 272
J = arctan (%), H= VX2+Y2

In this study, our primary focus is on magnetic declination (D), which is a highly informative parameter.
It is exceptionally sensitive to the state of the magnetosphere, and its variations clearly reflect even subtle
magnetic activity [4]. During geomagnetically quiet periods, declination exhibits slow, predictable changes.
However, during magnetic storms, it is characterized by large-amplitude, chaotic fluctuations, providing a
clear signal of the disturbance. The geomagnetic data for this research were obtained from the Dusheti
Geophysical Observatory (TBS Geographic Latitude: 42.09° Geographic Longitude: 44.70° The dataset spans
from July 2023 to July 2024 and consists of one-minute resolution recordings of the H, Z and D. Any gaps
present in the time series were filled using linear interpolation to ensure a continuous dataset for spectral
analysis.

To investigate the relationship between ground-based magnetic field variations and extraterrestrial drivers,
we utilized high-resolution solar wind and Interplanetary Magnetic Field (IMF) data. This data was acquired
from the NASA/GSFC OMNIWeb data repository [8]. The selected parameters are: B The magnitude of the
Interplanetary Magnetic Field, B, - The z component of the IMF in Geocentric Solar Magnetospheric (GSM)
coordinates, V - The bulk flow velocity of the solar wind.These parameters were also obtained at a one-minute
time resolution to match the geomagnetic data. Similar to the TBS data, any gaps in the OMNIWeb time series
were filled using linear interpolation.

Wavelet transform

The continuous wavelet transform (CWT) decomposes a time series x(t) into time—frequency space by
convolving it with scaled and shifted versions of a chosen mother wavelet y(t). Unlike the Fourier transform,
which assumes stationarity, the CWT adapts its time—frequency resolution to capture both slow and rapid
variations—a key advantage for non-stationary signals such as geomagnetic records during storms.
Mathematically, the CWT is defined as:
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where a is the scale (inversely related to frequency), b is the translation (time shift), and the overbar denotes
complex conjugation. The resulting wavelet coefficients W(a,b) describe how well the wavelet at a given scale
and time matches the signal. Because the wavelet’s width adapts with scale, high-frequency (small-scale)
features are localized in time while low-frequency (large-scale) features are resolved with finer frequency
precision—ideal for capturing both the slow secular variation and rapid storm-time fluctuations of D [9].

Wavelet coherence

To quantify the degree of linear coupling between two non-stationary time series (e.g., magnetic
declination D and solar wind parameter B,), we compute the wavelet coherence:

|S{W, (a, YW (a, )}
SUWe(a,)123s {[Wg (@, )]

R%(a,b) =

where W, is a wavelet transform of the time series and W," is complex conjugate of wavelet transform of

second time series. S{-} denotes smoothing in both the time (b) and scale (a) dimensions. Commonly, S is
implemented via convolution with a separable Gaussian (or boxcar) kernel in time and a similar window in
scale [10].

Likewise, the cross-wavelet spectrum that underpins the coherence is itself smoothed before you extract phase:

1 Im{(wxewy)}
Re{(wywy)}

¢(a,b) = tan™

revealing lead—lag relationships at each scale and time [10].
Power spectral density

The power spectral density (PSD)[11] estimates the distribution of signal power across frequency. For a
discretely sampled time series x,, of length N a common unbiased PSD estimator is:

N—-
Z ank

This parameter has been used to estimate dominant frequencied for magnetit declination

PS(fi) =

Results

Analysis of the power spectral density (PSD) of the one-minute declination time series reveals two
prominent peaks at periods of approximately 24 h and 12 h. Specifically, the PSD shows a dominant spectral
line at 1 cycle per day and a secondary line at 2 cycles per day, with both peaks standing well above the
background noise level.

Wavelet power spectra repeats these findings: across the entire July 2023-July 2024 interval, the
continuous wavelet transform of D exhibits persistent, high-energy bands at the diurnal (24 h) and semidiurnal
(12 h) scales. These bands persist through both geomagnetically quiet and storm intervals, indicating that the
underlying mechanism is not storm-specific but a regular, solar-driven modulation of the ionosphere.
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The appearance of 24 h and 12 h periodicities in magnetic declination is a classic signature of the solar
quiet (Sq) current system: daytime solar ultraviolet radiation increases ionospheric conductivity, driving global
current vortices that peak once per day, while the semidiurnal tides in ionospheric density generate the second
harmonic [12], PSD and CWT also showcase dominand periodicity at 8 hours, which needs further
investigation.
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Fig. 1 PSD of magnetic declination D.
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Fig. 2 Wavelet Transform of declination - D from April 1 to May 1 (storm at April 19).
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During the intense geomagnetic storm of May 11, 2024, the wavelet spectrum shows a significant change.
While the 24-hour peak remains dominant, the spectrum broadens, with a marked increase in wavelet power
across a wide range of shorter periods. This indicates the superposition of multi-frequency processes during
the storm, causing the declination signal to become more complex and noise-like compared to its structured,
quiet-time behavior.
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Fig. 3 Wavelet transform of Declination - D during April 20 - May 30 (storm on May 11).

Wavelet coherence

The coupling between the solar wind and the magnetosphere is a complex, multi-frequency process. To
investigate this coupling, we performed a wavelet coherence analysis between the declination (D) and key
solar wind parameters during the study period, with a focus on the May 2024 storm intervals.

A persistent coherence is observed at long periods (greater than 64 hours) throughout the entire time series.
This long-period coherence should be interpreted with some caution due to the wavelet transform's lower time
resolution at these scales; however, its persistence is notable. More dynamically, during the major storm on
May 11, a distinct region of strong coherence emerges across a broad band of shorter periods (approximately
2-16 hours). A similar, though less intense, region of coherence is also visible at periods of 32-64 hours during
the weaker storm event around May 19.

The north-south component of the IMF (B,) is a primary driver of magnetic storms, with a southward
orientation (negative B,) ensuring magnetic reconnection [13]. Unlike the IMF magnitude, the coherence
between D and B, is significant regardless of storm intensity. A strong coherence is observed during the major
storm on May 11, but it is particularly wide and sustained in the 32-128 hour period range during the less
intense storm of April 19. The presence of strong coherence during events of differing magnitudes highlights
the fundamental role of southward B, in driving ground-level disturbances; this coupling mechanism appears
robust and less dependent on the overall storm intensity.
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The impact of a high-speed solar wind stream is a well-known trigger for geomagnetic storms. The
coherence analysis between D and solar wind velocity shows a persistent low-frequency coherence, similar to
the other parameters. However, specifically during the major storm of May 11, a distinct island of coherence
appears in the 16-32 hour period range. This feature is notably absent during the less intense storm of April
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19, which may suggest that solar wind velocity variations in this specific period range played a more significant
role in driving the magnetospheric response during the more intense May 11 storm.
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Fig. 6. Wavelet Coherence between flow speed and D.

Conclusion

In this paper, we presented a detailed analysis of magnetic declination variations recorded at the Dusheti
Geophysical Observatory and their coherence with key solar wind parameters. By employing spectral and
wavelet-based techniques, we aimed to investigate the nature of magnetospheric coupling during both quite
time and geomagnetic storms.

First, the spectral analysis of the declination data consistently revealed dominant 24-hour and 12-hour
periodicities. These are the well-established signatures of the solar quiet (Sq) current system, confirming the
baseline solar-driven behavior at the observatory. 8-hour periodicity was also detected. During the intense May
11, 2024 magnetic storm, the wavelet spectrum showed that these primary cycles were superimposed with a
broad spectrum of higher-frequency fluctuations, quantitatively illustrating the transition from a structured
signal to a more complex, noise-like state characteristic of storm-time dynamics.

The core of our study focused on the wavelet coherence between declination and solar wind drivers. The
results exposed nuanced differences in the coupling mechanisms:

A strong, broad-band coherence with declination was observed only during the most intense storm (May
11), suggesting that coupling related to the overall field magnitude is most effective during highly energetic
events.

IMF Southward Component (Bz): In contrast, strong coherence with Bz was significant during both the
intense May 11 storm and a less intense event on April 19. This demonstrates that the coupling driven by the
southward IMF component—the primary engine for magnetic reconnection—is a fundamental process that
operates efficiently regardless of the overall storm intensity.

Solar Wind Velocity (v): Coherence with solar wind speed revealed a unique signature in the 16-32 hour
period band exclusively during the major May 11 storm, implying that dynamic pressure changes associated
with high-speed streams may excite a distinct magnetospheric response during the most extreme events.

In summary, this work successfully demonstrates that magnetic declination at a single mid-Ilatitude
observatory can serve as a sensitive probe of solar wind-magnetosphere coupling. The use of wavelet
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coherence, in particular, proved to be a powerful tool for distinguishing between the impacts of different solar
wind parameters, revealing that while southward Bz provides a fundamental and consistent driver, the roles of
IMF magnitude and solar wind velocity can be highly dependent on the specific characteristics and intensity
of a geomagnetic storm.
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BeliBiieT KOrepeHTHbIA aHAJIU3 MATHUTHOTO CKJIOHEHUS B MEPUO/bI

CIIOKOMHOM M BO3MYIUEHHON reOMATHUTHON AKTUBHOCTH
O. Xapmunanse, JI. Hyaykunaze, M. MapTuamsuin

Pe3rome

B nmaHHOM wucclenoBaHUM H3Y4arOTCs OCOOEHHOCTM MarHuTHOrO ckjoHeHusi (D) Ha reo¢usmueckoin
obcepBaropuu r. [lymeru, pacrojoXXeHHOW Ha CPEeIHHMX IIUPOTaxX, U €ro CBA3b C COJIHEYHBIM BETPOM B
TIEPHOJIBI CITOKOMHOW W BO3MYIIEHHONH T€OMarHUTHON aKTUBHOCTH, C OCOOBIM aKIIEHTOM Ha MOIIHYIO OYypIo
11 mas 2024 r. AHanu3upyloTcs JaHHBIE C pa3pelleHHeM OJHAa MHUHYTA 110 T€OMarHUTHBIM NapaMeTpaM U
nmapaMeTpaM COJIHEUHOro BeTpa 3a mnepuojy ¢ wurois 2023 r. mo wuronas 2024r. C MOMOIIBIO OILIEHKH
CHeKTpaidbHOM 1IoTHOCTH MomHocTH (PSD) m  HempepsiBHOTO —BeiiBieT-nipeoOpazoBanus (CWT)
XapakTepu3yeTcs CIIEKTPalbHOE MOBEICHHE CKIOHEHUS. AHaINU3 MOATBEPKAAET CTaOMIBHOE MPHUCYTCTBHE
cyTo4HOi1 (24 1) u monmycyTouHoH (12 4) meproAndHOCTEH, XapaKTEPHBIX AJIs1 CIOKOHHBIX IIEPHO/IOB, a TAKKe
MEPUOANYHOCTH 84, OJHOBPEMEHHO JEMOHCTPUPYS 3HAYUTEIBHOE paCIIHPEHHE CIIEKTpa BO BpeMs
reoMarHuTHOW Oypu. [lanee mpuMeHseTcs aHamu3 BEHBIET-KOTEPEHTHOCTH AJI KOJUYECTBEHHOM OIEHKU
CBSI3U MEX/1y CKIIOHEHHEM U BEJIMYMHONW MEXIUTAHETHOTO MarHUTHOTO 1oJis (B), ero 10)kHbIM KOMIIOHEHTOM
(Bz) u cxopocTbio comHeuHoro BeTpa (V). Pe3ynbraTel NMOKa3bIBalOT pa3IMiHbIE MEXAHU3MBI CBS3U:
KOT€PEHTHOCTb C BEMMYMHON B 3aBUCUT OT HHTEHCUBHOCTH OYPH H MPOSIBIIIETCS 3HAYUTEIHHO JIUIIb BO BPEMS
MomHo# Oypu 11 mas. Hanpotus, korepeHTHOCTh ¢ Bz sBnsieTcss ycTOMYMBON M 3HAYMMOM Kak BO BpeMs
motHoi Oypu (11 mast), Tak u ymepenHou (19 ampens), uto moguépkuBaeT €€ QyHAaMEHTAIFHYIO POJIb B
(hopMUPOBaHUH BO3MYIIICHUN T€OMAarHWTHBIX JaHHBIX HE3aBHCHMO OT CHulbl Oypu. Pabora memMoHCTpHpyer
3 PEKTUBHOCTH BEHBIIET-KOI€PEHTHOTO aHaJIM3a JIJIsl OLCHKH CBSI3M COJIHEYHOTO BETPa M MarHUTOC(ephl Ha
Pa3HBIX 4acTOTaxX.

KuroueBsble cioBa: MaranuTHOE CKIIOHEHHE, MarHUTHAs Oypsi, COTHEYHBIN BETEP, MEKIUIAHETHOE MATHUTHOE
noJje, BeiBIeT-MpeoOpa3oBaHne, BeHBIeTHAsI KOTEPEHTHOCTb.
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ABSTRACT

Energy Spectrum of the Primary Cosmic Rays based on the experimental data of the World Wide Network of the
Neutron Component of the Galactic Cosmic Rays, during the Huge Forbush Decrease of the March 1989 was calculated.

Key words: cosmic rays, Forbush effect, energy spectrum.

Electromagnetic properties of the heliosphere

The discovery of cosmic rays more than 113 years ago opened new horizons for further understanding
and studying of the laws of the mega-universe and astrophysics. The World Wide g Network of neutron
monitors and meson telescopes located on the Earth's surface is a fairly effective and highly economical tool,
which, first of all, requires knowledge of the physical processes occurring in the Earth's magnetosphere and
atmosphere.

Scott Edward Forbush from the Carnegie Institution (Washington, DC, USA) in the 1930s, observing
the intensity of cosmic rays with four identical ionization chambers located in Huancaya (Peru), Christ Church
(New Zealand), Godhaven (Greenland), and Cheltenham (USA), discovered three types of temporal variations
of primary cosmic radiation, which appear on completely different time scales: a) an increase in the intensity
of cosmic rays caused by solar flares lasting minutes and hours, b) the Forbush decrease of cosmic rays, the
so-called Forbush decay, which lasts for hours and days, and which was later called the Forbush effect, and c)
large-scale (11-year) changes in cosmic ray intensity [1].

The Forbush decrease is one of the two largest [2] and most significant transient changes observed
in cosmic ray intensity, the other being the increase in cosmic ray intensity caused by a solar flare. Typically,
cosmic ray intensity during a [8]. Forbush decrease reaches a minimum value of the observed cosmic rays
intensity for a few hours, and then begins a gradual recovery to its previous value, often slowly, over several
days. Sometimes, but rarely, a second decrease occurs even before the first recovery is complete. Often, but
not always, a Forbush decrease occurs after a cosmic ray increase caused by a solar flare. Also, Forbush
decreases in cosmic ray intensity are often, but not always, associated with geomagnetic storms. Geomagnetic
storms, in their turn, are usually associated with shock waves propagating through interplanetary space [2].

The majority of works devoted to the study of cosmic ray intensity Forbush effects have adopted the
idea that cosmic ray Forbush effects represent a certain reflection of the geometric structure and physical
parameters of shock waves and magnetic clouds arising from chromospheric flares on the Sun and variations
in cosmic ray intensity. The existence of plasma clouds coming from the Sun to the Earth was not known for
a long time before the discovery of the solar wind [3,4]. To explain geomagnetic storms, the idea of the
existence of magnetic fields frozen in the plasma, according to which its propagation should occur along the
lines of force of the solar magnetic field [5], was later proposed. This idea was later developed by various
authors, and the reason for the Forbush effect in the intensity of cosmic rays was mainly believed to be the
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scattering of charged cosmic particles by the magnetic field of the plasma cloud, which should have a turbulent
character [6] and the shape of a smooth loop [7], or even the shape of a magnetic tongue [8].
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Fig. 1. Various possible configurations of Interplanetary Structures considered to be responsible for Forbush
Decreases of Cosmic rays.

Fig. 1 shows the development of the basic ideas about the structure of turbulent magnetic phenomena,
before the introduction of the concept of a shock wave [9,10] and the strict definition of the properties of a
magnetic cloud. The concept of a magnetic cloud [11 -14] was introduced to describe such structures of the
solar wind, which have an enhanced flow of magnetic field intensity. Which rapidly changes its direction at a
large angle under conditions of low plasma temperature. Most of such structures have been observed after the
passage of shock waves. It is now believed that magnetic clouds represent a certain variety of eruptions, its
specific type, in interplanetary space [11,15] Fig. 2 [15,16].

AMBIENT ‘SOLAR WIND

%
N\ /7

P
= %

@" - FLARE SITE

Fig. 2. Magnetic Clouds

A large series of recently published papers has focused on the contribution of magnetic clouds
to the decline in cosmic ray intensity. In some works [11], the decrease in cosmic ray intensity was
attributed to turbulent magnetic fields between the shock wave and the associated magnetic cloud.
The correctness of such ideas is supported by the observation that the beginning of the decrease in
cosmic ray intensity coincides with the moment of passage of the shock wave and the decrease
process continues after the magnetic cloud, and that magnetic clouds without shock waves are
associated with a small or insignificant decrease in cosmic ray intensity [11, 17].

Before entering the Earth's magnetosphere and atmosphere, cosmic rays of galactic origin pass
through an area of space that is constantly under the influence of all solar activity, called the
heliosphere (its boundaries are quite close to the dimensions of interplanetary space). Therefore, the
study of cosmic ray variations requires an analysis of the physical processes that take place within
the heliosphere, and, of course, on the Sun. Therefore, before moving on to the study of the Forbush
effects, let us briefly review the physical processes taking place in the heliosphere and on the Sun.
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It can also be noted that the solar wind, whose influence is characterized by the [8]. modulation of
galactic cosmic rays, is gradually becoming the subject of heliosphere studies. [18, 19].

On the other hand, the use of information obtained by artificial Earth satellites and various space
vehicles is statistically unjustified due to the small number of their localization sites. And Forbush effects,
especially grandiose ones, such as those of July 1959 [20], August 1972, March 1989 and March 1991, reflect
more completely and on a global scale the physical processes occurring inside the heliosphere. Therefore,
experimental and model studies of Forbush effects are the only powerful tool that allows us to understand on
a global scale the physical processes that took place in the heliosphere during the course of a particular Forbush
effect.

Characteristics of solar activity and solar wind

The most obvious manifestation of the solar activity cycle [21] is the number of sunspots and the area
of sunspots. Therefore, the term sunspot cycle is always used synonymously with the solar cycle. The duration
of the period varies somewhat from one cycle to the next, but on average it is 11 seconds. The beginning of a
new cycle is taken to be the moment when the number of sunspots is minimal [21].

In order to follow the development of the solar activity cycle, it is most convenient to observe how the
number of sunspots that form on the Sun changes over time. The temperature of sunspots is, on average, 200—
300 degrees lower than that of the surrounding photosphere [22], so they appear as black spots on a white
background.

A universal indicator of solar activity is the Wolff number R. It is calculated by the formula: R = K(10g
+ f), where f is the number of individual spots, g is the number of groups of spots, and K is a correction factor
that is selected individually to take into account the characteristics of the instrument, the environment, and the
person [21, 24]. The factor 10 is somewhat arbitrary. It is believed that the effect of a group of spots is much
more effective, about 10 times, (for example, on the Earth's magnetic field), than that of individual spots [25].

Monthly Averaged Sunspot Numbers

Fig. 3. Daily values of the sunspot Wolff number

Based on the analysis of daily values of the sunspot Wolff number (Fig. 3), it has been established that
the cycle periods are less than 11 years long, among which the 28-day changes in the sunspot Wolff number
are very important. They are caused by the rotation of the Sun around its axis, as they are associated with the
helio-longitudinal asymmetry of solar activity [21,24]. Solar activity is accompanied by corresponding
changes in the intensity of cosmic rays. An excellent example of this is the 27-day variations in cosmic rays
intensity [26, 27, 28].

There are also periodicities with a duration longer than 11 years. The most important of these is the
22-year periodicity, called the Halley cycle. It is associated with the reversal of the Sun's magnetic poles. It
should be noted that the 11-year cycle is not exactly periodic, but rather quasi-periodic [24].

The so-called flares observed on the visible disk of the Sun are the result of a sudden (transient) release
of energy from the Sun's core into the Sun's atmosphere (mainly the chromosphere and corona). Solar flares
cause, first of all, localized and temporary heating (thermal flares), and then the acceleration of electrons,
protons, and premature heavy ions (particle flares). The temperature in the chromosphere reaches 104 K
(chromospheric low-temperature flares). The temperature in the corona reaches 107 K (coronal or high-
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temperature flares). The energy of the ejected particles varies from 20 GEV to 1 TEV. The energy released in
the largest flare is 10* ergs [21,24,25]

Solar flares produce transient electromagnetic radiation, in a very wide energy range, from hard X-
rays to radio radiation of wavelengths of several kilometers (10  — 10 ¢ cm), the radiation is mostly thermal
in nature [21, 24].

Flares are closely associated with active regions: the majority are observed in young and mature active
regions; large flares, in particular, occur in regions with large vortices, complex magnetic field configurations,
and large field gradients [25, 29].

The most efficient event occurring in solar active regions is the conversion of a significant amount of
energy (10*2 — 10* ergs) in a relatively short time (2 - 10* seconds) [29]. Such an event can be called a solar
storm [29]. The optical manifestation of a solar storm is a sudden increase in the brightness of the Balmer
series H, line. This specific event is called a solar flare [29]. It is also often observed as intense X-ray,
ultraviolet, and radio emission. During some flares, the brightness of the continuous spectrum increases over
the entire region of the flare, even in the visible region of the spectrum. Solar storms also cause various
dynamic processes in the solar atmosphere. Shock waves are generated, which then propagate in the solar wind
plasma. Some of them overcome the Sun's gravity and extend beyond the Earth's orbit [29].

Five types of radio emission (I-V) are known [29]. The most remarkable and long-lasting type of radio
emission is type I'V. This emission usually lasts for several hours after the optical flare. It is believed that this
type of radio emission contains both synchronous and plasma emission. Wild [30] has shown that this emission
sometimes originates from the active region [29].

Fig. 4. Coronal green line for each 5° zone of the northern and southern solar hemispheres [31].

Fig. 4 shows the time course of the coronal green line for each 5° zone of the northern and southern
solar hemispheres [31]. During the period 19571981, this allows us to identify heliogenomic features of the
the 10™ and 21 cycles in different hemispheres, which are also characteristic of other indices. For example,
such as the double peak of the 20th cycle maximum, the “slippage” of activity to lower latitudes as the cycle
progresses, and the predominantly high activity in the northern hemisphere. In addition, it is also possible to
observe some of the characteristic features of the cyclic changes in solar activity that are characteristic only
for this index and are indicated [32] at high latitudes (<45°) In the absence of a minimum in 1969-1971 (in
these areas the line brightness increases 1- 4 years before the magnetic activity minimum at low latitudes), the
areas of increased brightness of the coronal green line slowly, over 4-6 years, shift towards the poles, and
disappear during the maximum of the spots. If we consider that the change in the magnetic cycle of the poloidal
field can be traced according to the change in coronal activity, then this delay indicates an increase in the
poloidal component at high latitudes, at a time when it is minimal at low latitudes. i.e. the poloidal field is
maximal when the toroidal one has a minimum of activity [33]. The fields in the northern and southern
hemispheres are often quite similar, and the inversion does not occur simultaneously. Obviously, if the
assumption that the solar activity data we use (the area of the spots S and the intensity of the coronal green
line 1) reflect the changes in the various components of the solar magnetic field over a 22-year cycle is
justified, then this relationship is most clearly confirmed by the figure, which shows the changes in S and I
during the course of the field inversion for both hemispheres of the Sun [31].

The analysis of the changes in the area of sunspots and coronal activity in different hemispheres and
the change in the sign of the solar total magnetic field, carried out for the 19-21* solar activity cycles, allows
us to draw the following conclusions: 1) the change in the sign of the solar total magnetic field observed on
the solar disk is reflected in the change in the intensity distribution of the coronal green line; 2) the inversion,
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starting in one of the hemispheres of the Sun, leads to the achievement of the maximum intensity in the coronal
green line radiation. In addition, it should be noted that the correspondence between these phenomena is
observed only if the coronal radiation is considered in the entire hemisphere, and not in its separate latitudinal
zone [31].

Investigation of the Forbush effect of March 11-25, 1989

The classification of the Forbush effect [ 34 — 37 ] showed that the change in the energy spectrum of
the Forbush effect over time obeys certain regularities. It is interesting to single out a case when the energy
spectrum of the Forbush effect is soft during the period of the cosmic ray intensity minimum (y=1.2-1.5),
and then, over time, hardens and becomes hard at the end of the Forbush effect (y=10.2 - 0.4 ). Such a change
in the energy spectrum of the Forbush effect was described in the works of M. V. Alania and his co-authors [34
—42], and also in the doctoral dissertation of M. V. Alania. [43]. In particular, these works show that the time
broadening of the energy spectrum of the Forbush effect should be related to the emergence of new, large-scale
magnetic inhomogeneities in interplanetary space as a result of the interaction of the shock wave and the
background solar wind.

These large-scale magnetic inhomogeneities cause an increase in the magnetic field strength
fluctuations of interplanetary space, in the frequency range f = 10° — 10° Hz, which is accompanied by an
increase in the power spectral density (PSD) of the fluctuations of the magnetic field inhomogeneities in
interplanetary space, v, which in turn leads to a decrease in the power spectral density of the energy spectrum
of the isotropic intensity variations of cosmic rays, vy.

Naturally, the question arises whether the energy dependence of the energy spectrum of cosmic ray
variations, 7y, also occurs in Forbush effects, as this has been shown for the energy spectrum of 11-year cosmic
ray variations [ 44 — 52]. For this purpose, several Forbush effects should be studied, and as an example, we
will consider the Forbush effect of March 11-35, 1989, in detail.

Heliospheric and magnetospheric events in March 1989

The first and most energetic series of solar activity cycle 22 began with the appearance of an active
area near the eastern limb of the Sun, AR 5395 [2]. From 6 March 1989, a moving active area, AR 5395,
appeared on the visible disk of the Sun. Even before this area became visible, it was possible to observe how
the upward activity spread from the limb. The corresponding sunspot area itself was rotating inside the Sun.
By 6 March 1989, it was located at 34° of the northern heliolatitude, which is a very high heliolatitude for such
a large sunspot group [53]. The sunspot configuration was very complex, with well-defined spots of opposite
polarity located close to each other. There were several notable energetic solar events as the center of activity
moved across the solar disk. This included an event on March 6, during which the GOES X-ray monitor
indicator went off scale; it was rated as an X15-class X-ray event. On March 9, X4 and 4B (strong X-ray and
optical emission at the same time) events were observed. On March 10, an X4.6 and 3B class event occurred,
which is believed to have triggered the geomagnetic storm of March 13, which had the largest aa (24-hour aa
index) in the last 120 years. According to the criterion of X-ray emission productivity observed to date, the
active region AR 5395 was the most productive of the active regions observed in the last 15 years [54].

On March 13, 1989, at 09:30 UTC, the global network of cosmic ray stations around the Earth recorded
a grandiose Forbush effect, the second largest in amplitude (27.20%) after the Forbush effect of August 1972.
It began with the arrival of an interplanetary shock wave [2].

The change in the number of sunspots clearly indicates the fact that since September 1986, an 11-year
cycle of solar activity began. Usually, by this time, the intensity of cosmic rays has reached another peak, and
has begun to decrease further, and by March 1989 it had decreased to 90%. According to neutron monitors
(located on the Earth's surface). The active area AR 5395 began to rotate on the visible disk of the Sun since
March 6, 1989. It was a very active area, and was accompanied by several bright flares. During the two weeks
during which the process of crossing the visible disk of the Sun by the active area AR 5395 continued, the
onset of a geomagnetic storm was recorded five times at different times, with its sudden onset, which, as a
rule, is expressed, in each individual case, i.e. at all five times, the fact of the arrival of a shock wave
propagating in interplanetary space to Earth has been recorded. Such cases occurred at the following moments
in time:

1) March 8, 17:55 UTC; 2) March 13, 01:27 UTC; 3) March 13, 07:43 UTC, ~ 450 vy; 4) March 16, 05:34
UTC; 5) March 19, 04:23 UTC; [ 55 ]. In addition, there is also a signal of a large shock wave reaching the
Earth ( ~ 450 v ), at one of the geomagnetic stations, March 13, 07:43 UTC.
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Investigation of the Forbush Effect of March 11-25, 1989 (continued)

Fig. 5 shows the change in the intensity of cosmic rays during the Forbush Effect of March 1989. This
figure shows that the minimum of the intensity of cosmic rays is observed at different times at different stations,
which is obviously associated with the numerous flares on the Sun that occurred on March 9-10. The energy
spectrum of cosmic rays, based on the data of all stable and well-functioning neutron monitors of the World
Wide Web, is shown in Fig. 6 Analysis of the results obtained shows that during the period of decrease in the
intensity of cosmic rays, on March 13-14, the energy spectrum is relatively soft. In the following period. This
case can be considered as one of the good examples of the Forbush effects, when convection intensively
removes low-energy particles, and at the same time, due to the reflective properties of the shock wave or
magnetic cloud, it is difficult for mainly low-energy particles to penetrate into the inner region of the magnetic
cloud or shock wave. In both cases, the energy spectrum of the isotropic intensity variations of cosmic rays
should be relatively soft, which is clearly seen from the given figure.

From March 15 to March 24, the energy spectrum of the isotropic intensity variations of cosmic rays
is relatively rigid, which indicates that as a result of the interaction of the shock wave and the background solar
wind, a structure of interplanetary magnetic field strength fluctuations was formed, when the density
characteristic of the energy spectrum of these fluctuations is index v = 1.5, almost up to a frequency of f=10°
Hz.

In order to determine whether there is a dependence of the cosmic ray energy spectrum characteristic
v on the magnetic hardness R of cosmic ray particles, the neutron monitors of the World Wide Web were
divided into two groups:

1) the first group includes neutron monitors of the World Wide Web in the cutoff threshold range from 0 to 7
GV,
2) the second group includes neutron monitors of the World Wide Web in the cutoff threshold range above 7
GV.

The change in the energy spectrum characteristic y of the Forbush effects of cosmic rays with time is
given in Fig. 7 and Fig. 8 respectively. These figures show that the energy spectrum of the Forbush effects of
cosmic rays according to the data of the first group (low energies) stations is softer than that of the second
group (high energies). This is especially clearly observed for the period from March 13 to 16. Therefore, there
is actually a tendency, even during the Forbush effect, for the energy dependence of the energy spectrum
characteristic of the isotropic intensity variations of cosmic rays, y. The latter once again confirms the
proposition [120] that the characteristic y of the energy spectrum of isotropic intensity variations of cosmic
rays well describes the dynamical-structural change (change in y) that occurs in fluctuations of the
interplanetary magnetic field strength.

Therefore, the change in the energy spectrum characteristic of cosmic ray Forbush effects, y, with time,
allows us to study the integral changes in the interplanetary magnetic field strength fluctuations after solar
flares, which are mainly sources of interplanetary shock waves and magnetic clouds.
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Fig. 5. Cosmic Rays Intensity Changes during March 1989 Forbush-Decrease
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Fig. 6. The energy spectrum of cosmic rays, based on the data of all stable and well-functioning neutron
monitors of the World Wide Web
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Fig. 7. Energy spectrum of the Forbush effects of cosmic rays according to the data of the first group (low

energies)
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Fig. 8. Energy spectrum of the Forbush effects of cosmic rays according to the data of the first group (high
energies)
Conclusion

The energy spectrum of the Forbush effects of cosmic rays according to the data of the Neutron
Monitor data with the lower CutOff Rigidity is softer than that of the second group Neutron Monitor Data with
the higher CutOff Rigidity
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Science News

7" Eurasian Conference “RISK-2025” and Newly Created Journal
“International Journal of Sustainability and Risk Control”

Vugar A. Aliyev

AMIR Technical Services Company

e-mail: profvugaraliyev@gmail.com

ABSTRACT

Information by Prof. V. Aliyev about the 7th Eurasian Conference “RISK-2025" to be held on October 21-23, 2025 in
Baku (Azerbaijan), as well as the newly created journal “International Journal of Sustainability and Risk Control”
and its first issue which was published at the end of June 2025, is presented.

Key words: natural and man-made risks; risk analysis, forecast and control; taking risks into account when planning
sustainable economic development and improving the safety of environmental objects.

Introduction

On July 1, 2025, at the M. Nodia Institute of Geophysics of I. Javakhishvili Thilisi State University
hosted another city seminar, where an information report was heard on the upcoming 7th Eurasian
Conference “RISK-2025” (https://www.eurasianrisk2025.com, with the publication of reports in a journal
indexed in Scopus) to be held on October 21-23, 2025 in Baku (Azerbaijan), as well as the newly created
international journal “International Journal of Sustainability and Risk Control” (https://ijsrc.com) and its
first issue (https://ijsrc.com/index.php/ijsrc/issue/view/1), which was presented by professor Vugar Aliyev,
General Chairman of the “RISK-2025” Conference, General Director and Founder of “AMIR Technical
Services Company”, the main organizer and sponsor of the conference, as well as the editor-in-chief of the
above-mentioned new journal.

About Journal

“International Journal of Sustainability and Risk Control” is a specialized scientific publication
dedicated to current issues in sustainable development and risk management. The journal brings together
research from various fields, including ecology, economics, social sciences, and engineering, providing an
interdisciplinary approach to addressing global challenges. Publications in the journal help scientists,
practitioners, and policy makers develop strategies to reduce risk and ensure long-term sustainability.

Publisher: AMIR Technical Services LLC, Baku, AZ1022, R. Behbudov str., 93, Azerbaijan

https://ijsrc.com; e-mail: journal_mail@ijsrc.com; e-ISSN: 3104-8358; p-ISSN: 3104-834X.

The first issue of the journal (June 2025) published 9 articles [1-9].

Key topics

Technical, technological, transportation and climate risks; seismic risks and earthquake engineering;
critical infrastructure protection, vulnerability and resilience building; risk-oriented design and operation of
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infrastructure systems; risk-oriented multi criteria decision making for sustainable and resilient infrastructure
systems; impact scenario analysis of infrastructure risks induced by natural, technological and intentional
hazards; resilient and environmentally sustainable country/regional/city and sector strategies; infrastructure
systems interdependencies; infrastructure investment; human factor in the sustainability paradigm; riskbased
methodologies for the design and operation of (critical and strategic) infrastructures; interdisciplinary
research based on MABICS technologies and infranetics; Application of artificial intelligence to the tasks of
analysis and synthesis of technogenic and anthropogenic risks.
Priority is given to descriptions of case studies.

Editorial Board
Editor-in-Chief

Aliyev, Vugar (Azerbaijan)
Doctor of Sci., Professor,
o Director of the AMIR Technical
_ Services Company, e-mail:
g prof.vugar.aliyev@gmail.com

Managing Editor Kelman, llan (United Kingdorn)
Professor, Department of Risk and Disaster
Bochkova, Alexandra (Russia) Reduction, University College London,
Faculty for Business Informatics UNITED KINGDOM,
and Integrated Systems e-mail: i kelman@ucl.ac.uk

Management, NRNU MEPHhI,
Russian Federation 31, Kuo, Way (Hong Kong)
Kashirskoye shosse, Moscow, % : Dr. of Sci, Prof., Senior Fellow
115409, e-mail: aabochkova@gmail.com ;S , Institute for Advanced Study, City

‘- University, HONG KONG, Emeritus
‘ ' President and University
Distinguished Professor, City
Deputy Editors University of Hong Kong, e-mail: way@cityu.edu.hk
Amiranashvili, Nikitina, Elena (Russia)
Avtandil (Georgia) Dr., Nobel Prize winner as a part of
= Prof. Dr., Institute of Geophysics, expert group for Intergovemmental
_'1 Thilisi State University, GEORGIA Panel on Climate Change Assessment
\)V; e-mail: avtandilamiranashvili@gmail cop Report 2007; Head of Section Global
Economic Problems, Institute of World
Arcieri, Marco {India) Economy and International Relations RAS, RUSSIA,
Dr. of Sci, President of the e-mail: elenanikitina@bk.ru
International Commission on Imrigation
and Drainage, INDIA L 4 . Rouainia, Mounira {Algeria)
e-mail: m.arcieri@icid org A ) Prof. — Department of
I Petrochemicals, University of 20
o August 1955 Skikda, ALGERIA

Azizov, Rufat (Azerbaijan) e-mail: rouainia_m@yahoo.fr

Assoc. Prof., Rector, Azerbaijan
State Oil and Industry University,
AZERBAIJAN

e-mail: info@asoiu.edu.az

. $ahin, Ahmet Duran (Turkiye)

“ Prof Dr., Department of
Meteorological Engineering, istanbul
" Technical University, TURKIYE
e-mail: sahind@itu.edu.tr

Bochkov, Alexander (Russia)
Doctor of Sci., Scientific
Secretary, JSC NIIAS, Bldg 1,5
Orlikov Pereulok, Moscow,
107078, Russia

e-mail: a.bochkov@gmail.com

Sinh, Bach Tan {Vietnam)
Dr., Institute of Policy and
Management, Hanoi Vietnam
national University, VIETNAM
e-mail: sinhbt@gmail.com

Dimitrov, Boyan (USA)

Dr. of Math. Sci., Associate Professor Stewart, Mark {Australia)

of Mathematics (Probability and Prof. Dr., Center for Built
Statistics), Kettering, President, Infrastructure Resilience,
Gnedenko Forum, University of Technology Sydney,
e-mail: dimitrob@gmail.com ( oy AUSTRALIA

e-mail: Mark Stewart@uts.edu.au

107



Timashev, Sviatoslav (Fussia)
Doctor of Sci., Professar,
Laureate of the Nobel Peace Prize

L (2007). Ural Federal University;
‘# Science and Engineering Center
"Reliability and Safety of Large

Systems and Machines" Ural
Eranch of Russian Academy of Sciences,
Ekaterinburg, RUSSIA,
e-mail: timashevs@aomail.com

Zio, Enrico (Italy)
% Ph.D.innuclear engineering

| from Paolitecnico di Milano (1996)
and in probahbilistic risk
assessment at MIT {(1938). Full
professar at the Centre for
research on Risk and Crises
(CRC) of Ecale de Mines, Paris, PSL University,
France and at Politecnico di Milana, Italy, where
he is alzso President of the Alumni Association and
Wice-President of the Foundation. Member of the
Academic Committee of the International Coalition
of Intelligent Manufacturing, 1CIM (2028 Member
of the Board Committee of the International Joint
Research Center for Resilient Infrastructure (ICRI)
2021-2026, e-mail: Enrica Zio@polimi it

Photos from Seminar




()}C esse

ABILITY

AND RISK

a

)

109



References

[1] Aliyev V., Pkhovelishvili M., Archvadze N., Gasitashvili Z. Hybrid risk review. Int. Journal of
Sustainability and Risk Control, Baku, Azerbaijan, Vol.1, No 1(1), June 2025, pp. 12-23.

[2] Kolev N., Dimitrov B. Bivariate Kaminsky's functional equations and their probability solutions
generated by line integral approach: a new modeling tool for risks under dependencies. Int. Journal of
Sustainability and Risk Control, Baku, Azerbaijan, VVol.1, No 1(1), June 2025, pp. 24-32.

[3] Bochkov A. Rethinking sustainable development. Int. Journal of Sustainability and Risk Control, Baku,

Azerbaijan, Vol.1, No 1(1), June 2025, pp. 33-46.

[4] Akimov V., Olga Derendiaeva O. Developing an indicator system for integrated monitoring of
sustainable development in the Russian arctic based on the DPSIR framework. Int. Journal of
Sustainability and Risk Control, Baku, Azerbaijan, Vol.1, No 1(1), June 2025, pp. 47-54.

[5] Pozhilova N. Disclosure of non-financial information: experience of international organizations and third
countries. Int. Journal of Sustainability and Risk Control, Baku, Azerbaijan, Vol.1, No 1(1), June 2025,
pp. 55-58.

[6] Nikonorova I., llyin V., llyina A., Andrey Nikitin A. Springs as an alternative to reducing georisks of
water scarcity (using the example of the northeastern part of the east European plain - the Chuvash
republic). Int. Journal of Sustainability and Risk Control, Baku, Azerbaijan, Vol.1, No 1(1), June 2025,
pp. 59-64.

[7] Mulev S., Romanevich K., Taratinsky G. Identification of seismic surface development and geodynamic
risk forecast in coal and ore mines. Int. Journal of Sustainability and Risk Control, Baku, Azerbaijan,
Vol.1, No 1(1), June 2025, pp. 65-68.

[8] Timashev S. Infranetics — the umbrella science of governing the second nature. Part 1. Int. Journal of
Sustainability and Risk Control, Baku, Azerbaijan, VVol.1, No 1(1), June 2025, pp. 69-90.

[9] Nikitina E. Sustainability through adaptation to climate risks: regional perspective. Int. Journal of
Sustainability and Risk Control, Baku, Azerbaijan, VVol.1, No 1(1), June 2025, pp. 91-97.

d9609980b bosbenggbo

39-7 936500 3mbxgMgbsos ,RISK-2025 s sbawsdgddbogro
J9065¢00 ,,0003M500Md0LS s MO0l 3MbE MOl
1596059MOHOLM 7OHbsEo™

3. 5¢P09Y30
69body

fommagboos 3OMBILMEO 3. 5¢0930L 0bxgm®mIsos 2025 ool 21-23 mgd@mddgmL dodmdo
(0BgMds0KRs60)  oLsdsemo  39-7  g3@sbomwo  3mbxygmabzool  ,RISK-2025“-0l,  sUg3g
obsd9ddboo  gmEObseol  ,8aM@MdoLs @S ®oL3GOOL  3MBEBHGMOL  LogMHMITMEmOLM
9B s oo 300390 bmIMoL Tglobgd, MmIgeros 2025 ferol 0360L0L dragrml godmogss.

1533560 LoBY3900: 0bdMO30 s 5F0sBOL doge dgddbogro MOLZYd0; MOLIGOOL sbswobo,

3601bmbB0oMYds O 306BHOME0; MO  §3MbMB03MNEM0 396300 JOOL s9R30LIL BOL3YOOL
2350350ob{iobgds s 49M9gIMLEs330000 MB0YJEJOOL MLsBOMbMYdOL omTx MBYYdS.

110



Hoeocmu nayxu

/-s1 EBpa3uiickasi koH(¢epenuus ,,RISK-2025% u HOBBI KypHAaJI
“MexAyHAPOAHBIN KYPHAJ YCTONYUBOIO PAa3BUTUA U KOHTPOJISA
PHUCKOB”

B. Anuen

Pe3rome

[Ipencrasnena unbopmanus npodeccopa B. Anuesa o 7-it Eppasuiickoit koudepennuu ,RISK-2025¢
xotopas cocrourcs 21-23 oxrsabps 2025 roza B baky (AzepGaiimkaH), a TakXe O HEeJAaBHO CO3JAaHHOM
XypHazne “MekayHapoJHbIi KypHaJI YCTOMYHMBOrO Pa3BUTHA U KOHTPOJSA PUCKOB” H ero IepBoM HOMepe,

BBILIEAIIEM B CBeT B KOoHIIe nioHa 2025 roza.
KiroueBble ¢J10Ba: IPUPOAHBIE U TEXHOTEHHBIE PUCKHU; aHAJIN3, IIPOTHO3 U KOHTPOJIb PUCKOB; YUET PHCKOB

IIpyu IUIaHUPOBAaHUHN yCTOI?I‘IHBOI‘O pa3BUTUA OKOHOMUKHM W TIIOBBIIICHUA 0e30IacHOCTH 00BEKTOB

OKpY’KaroleH cpepl.
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Information for contributors

Papers intended for the Journal should be submitted in two copies to the Editor-in-Chief. Papers
from countries that have a member on the Editorial Board should normally be submitted through
that member. The address will be found on the inside front cover.

1.

11.

Papers should be written in the concise form. Occasionally long papers, particularly those of a
review nature (not exceeding 16 printed pages), will be accepted. Short reports should be
written in the most concise form not exceeding 6 printed pages. It is desirable to submit a copy
of paper on a diskette.

A brief, concise abstract in English is required at the beginning of all papers in Russian and in
Georgian at the end of them.

Line drawings should include all relevant details. All lettering, graph lines and points on graphs
should be sufficiently large and bold to permit reproduction when the diagram has been reduced
to a size suitable for inclusion in the Journal.

Each figure must be provided with an adequate caption.

Figure Captions and table headings should be provided on a separate sheet.

Page should be 20 x 28 cm. Large or long tables should be typed on continuing sheets.
References should be given in the standard form to be found in this Journal.

All copy (including tables, references and figure captions) must be double spaced with wide
margins, and all pages must be numbered consecutively.

Both System of units in GGS and Sl are permitted in manuscript

. Each manuscript should include the components, which should be presented in the order

following as follows:

Title, name, affiliation and complete postal address of each author and dateline.

The text should be divided into sections, each with a separate heading or numbered
consecutively.

Acknowledgements. Appendix. Reference.

The editors will supply the date of receipt of the manuscript.
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